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PREFACE 

 
The HET-NETs conferences aim to motivate fundamental theoretical and applied 

research into the performance modelling, analysis and engineering of evolving and 

converging multi-service networks of diverse technology and the next generation Internet 

(NGI). It’s goal is to bring together the networking scientist and engineers from both 

academia and the industry, to share the knowledge on performance evaluation of 

heterogeneous networks. The conferences are concentrating mainly on the following 

topics:  

•    Traffic Modelling, Characterisation and Engineering 

•    Experimental Performance Validation and Measurement Platforms 

•    Broadband Access and TCP Performance Prediction 

•    Numerical, Simulation and Analytic Methodologies 

•    QNMs with Blocking, Switching QNMs 

•    Performance Modelling and Congestion Control 

•    Optimal Broadcasting and Multicasting Schemes 

•    Performance issues in Optical and Sensor Networks 

•    Performance Evaluation and Mobility Management in Wireless Networks  

•    Overlay Networks 

•    Wireless and Multihop Ad-Hoc Networks (MANETs) 

•    End-to-End Quality of Service (QoS)  in Heterogeneous Networks 

•    Quality Feedback for Perceived Service Dependability 

•    Performance Related Security Mechanisms 

 

The proceedings of Sixth International Working Conference on Performance, 

Modelling and Evaluation of Heterogeneous Networks HET-NETs 2010, 14 - 16 January 

2010, Zakopane, Poland contain 34 contributions grouped in five parts corresponding to 

the conference sessions and presented in chronological order. The articles are proceeded 

by abstracts of 6 keynote lectures which our eminent Colleagues kindly agreed to present. 

These talks present the state of the art of various important performance evaluation 

issues. 

We thank all Authors, Program Committee members and everyone involved in   

HET-NETs 2010 preparation. 

The conference was technically sponsored by EuroNF Network of Excellence and the 

Institute of Theoretical and Applied Informatics of Polish Academy of Sciences. 

 

 

Tadeusz Czachórski  
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Steps towards self-aware networks 
 

EROL GELENBE 
 

Professor in the Dennis Gabor Chair 

Imperial College London 

 

 

 

Abstract: We present the design of a packet network where paths are dynamically selected based on 

quality of service (QoS) metrics that can be specified by the users of the network or by the network's 

access points. The approach uses on-line measurement associated with the traffic itself, and 

reinforcement learning throughout the nodes of the network, to try to satisfy the users' QoS objectives. 

The talk will present numerous measurement studies of this approach on a large laboratory test-bed. The 

seminar is based on our recent paper in the Communications of the ACM (July 2009), which integrates 

different aspects of our research including network design, performance evaluation models and methods, 

and probability models of neuronal networks. 

 

 

About the speaker: Erol Gelenbe graduated from the Middle East Technical University (Ankara, 

Turkey) and was elected to professorial chairs successively at the University of Liege (Belgium) at the 

age of 27, then the University of Paris Sud-Orsay, the University of Paris V, Duke University, University 

of Central Florida, and Imperial College. He is a member of the French National Academy of 

Engineering, the Turkish Academy of Sciences, and of Academia Europaea. He has graduated some 50 

PhD students, many of whom are prominent in  France, Greece, China, Turkey, and North and South 

America. A Fellow of IEEE and ACM, he won the ACM SIGMETRICS Life-Time Achievement Award 

for his contributions to probability models of computer and network performance in 2008. He was the 

first Computer Scientist to win the Grand Prix France-Telecom of the French Academy of Sciences in 

1996, and has received several Doctorates Honoris Causa. The President of Italy appointed him 

Commander of Merit and Grande Ufficiale in the Order of the Star of Italy. He is an Officer of Merit of 

France and has received several "honoris causa" doctorates. 
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Mobility models for mobility management 
 

VICENTE CASARES-GINER 

 

Professor at Universidad Politecnica de Valencia 

E. T. S. I. Telecomunicacion 

Departamento de Comunicaciones 

 

 

Abstract: The main goals of today's wireless mobile telecommunication systems is to provide both, 

mobility and ubiquity to mobile terminals (MTs) with a given satisfactory quality of service. By mobility 

we understand as the ability that the MT be connected to the network via a wireless radio 

telecommunication channel. By ubiquity we understand as the ability that the MT be connected to the 

network anytime, anywhere, regardless of the access channel's characteristics. In this talk we deal with 

mobility aspects. More precisely, we provide some basic backgrounds on mobility models that are being 

used in performance evaluation of relevant mobility management procedures, such as handover and 

location update. For handover, and consequently for channel holding time, we revisit the characterization 

of the cell residence time (also named as cell dwelling time or cell sojourn time). Then, based on those 

previous results, models about the location area residence time are built. Cell residence time can be seen 

as a micro-mobility parameter while the second can be considered as a macro-mobility parameter. Both 

have a significant impact on the handover and location update algorithms. Also, we overview some 

gravitation models, based on transportation theory, which are useful for mobility management 

procedures. 

 

 

About the speaker: Dr. Vicente Casares-Giner (http://www.girba.upv.es/english.htm) obtained the 

Telecommunication Engineering degree in October 1974 from Escuela Técnica Superior de Ingenieros 

de Telecomunicación (ETSIT-UPM) de Madrid and the Ph.D. in Telecommunication Engineering in 

September 1980 from ETSIT-UPC de Catalunya (Barcelona). During the period from 1974 to 1983 he 

worked on problems related to signal processing, image restoration, and propagation aspects of radio-link 

systems. In the first half of 1984 he was a visiting scholar at the Royal Institute of Technology 

(Stockholm) dealing with digital switching and concurrent EUCLID for Stored Program Control 

telephone exchanges. Since then he has been involved in traffic theory applied to telecommunication 

systems. He has published papers in international magazines and conferences: IEEE, Electronic Letters, 

Signal Processing, IEEE-ICASSP, IEEE-ICC, EURASIP-EUSIPCO, International Teletraffic 

Conference (ITC) and its ITC Special Seminars, IC on Digital Signal Processing, Wireless Conference, 

ICUPC, WCNC, etc. From 1992 to 1994, and 1995, he worked in traffic and mobility models of 

MONET (R-2066) and ATDMA (R-2084) European RACE projects.  From September 1, 1994 till 

august 31, 1995, Professor Casares Giner was a visiting scholar at WINLAB Rutgers University-, 

working with random access protocols applied to wireless environment, wireless resource management, 

and land mobile trunking system. During the editions of 1996, 1997 and 1998 he also participated as 

a lecturer in the Master of Mobile Telecommunication, sponsored by VODAFONE (Spanish branch), 
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where he was in charge of lecturing the mobility and traffic models for dimensioning. Professor Casares 

Giner also has participated in the OBANET project (2001– 2003, FP5 of the EC and other related 

project). He has participated in the Network of Excellence (NoE) Euro-NGI, Euro-FGI and Euro-NF 

within the FP6 and FP7 (http://euronf.enst.fr/en_accueil.html). Since September 1996 he is at Escuela 

Técnica Superior de Ingenieros de Telecomunicación (ETSIT-UPV) de Valencia. His main interest is in 

the area of wireless systems, in particular random access protocols, voice and data integration, systems 

capacity and performance on mobility management. 
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On the notion of max-min fairness and its applications  
in network design 

 

MICHAŁ PIÓRO 
 

Department of Data Networks and Switching  

Institute of Telecommunications, Warsaw University of Technology 

Department of Electrical and Information Technology 

 Lund University 

 

 

 

Abstract: The notion of fairness is a natural means for characterizing objectives of various design 

problems in communication network design, For example, routing of elastic traffic in the Internet should 

be fair in terms of bandwidth allocated to individual traffic demands. One fairness principle that can be 

applied is called max-min fairness (MMF) and requires that the worst bandwidth allocation is maximized 

and the solution is then extended with maximization of the second worst allocation, the third one, and so 

on. Due to lexicographic maximization of ordered objectives, the MMF solution concept cannot be 

tackled by the standard optimization model, i.e., a mathematical program. However, a sequential 

lexicographic optimization procedure can be formulated for that purpose. The basic procedure is 

applicable only for convex models, thus it allows to deal only with relatively simple optimization 

problems but fails if practical discrete restrictions commonly arising in the communications network 

context are to be taken into account. Then, however, alternative sequential approaches allowing to solve 

non-convex MMF problems can be used. In the presentation we discuss solution algorithms for basic 

convex and non-convex MMF optimization problems related to fair routing and resource restoration in 

communications networks. The presented material is not commonly known to the community and 

therefore can be helpful in developing relevant optimization models for researchers working in network 

design. 

 

 

About the speaker: Michał Pióro (http://ztit.tele.pw.edu.pl/en/head.html) completed his Ph.D. 

degree in 1979, his habilitation degree in 1990, and obtained the Polish State Professorship in 2002 (all in 

telecommunications). He is a full professor and Head of Department of Data Networks and Switching at 

the Institute of Telecommunications, Warsaw University of Technology (Poland). At the same time he is 

a professor at the Department of Electrical and Information Technology, Lund University (Sweden). 

Professor Pióro has lead many national and international research projects in telecommunications 

network modeling, optimization and performance analysis. He is an author of more than 150 research 

papers in the field. He also wrote several books, including the monograph ''Routing, Flow, and Capacity 

Design of Communication and Computer Networks'', Morgan Kaufmann Publishers (imprint of 

Elsevier), 2004. Prof. Pióro is a member of international research bodies and technical program 

committees of several major conferences. He is a technical editor of IEEE Communications Magazine. 
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Modeling and Analysis of Triple Play Services
in Multimedia Internet

UDO R. KRIEGER a TIEN VAN DO b NATALIA M. MARKOVICH c

aCorresponding author’s address: Otto-Friedrich University, D-96052 Bamberg, Germany,
Email: udo.krieger@ieee.org

bDepartment of Telecommunications, Budapest University of Technology and Economics,
Magyar tudósok körútja 2, H-1117 Budapest, Hungary

cInstitute of Control Sciences, Russian Academy of Sciences, 117997 Moscow, Russia

Abstract

In recent years, multimedia Web and real-time applications such as Skype,
YouTube, Facebook, Zattoo, PPLive, or World-of-Warcraft supporting voice-over-
IP (VoIP), video-on-demand (VoD), live-streaming of videos, IPTV and multi-party
on-line game playing have created a rich set of fast growing services in multimedia
Internet. They are enabled by new portals featuring Web2.0 and peer-to-peer (P2P)
transport technology. Furthermore, they indicate a way towards next generation
networks and substantially contribute to new triple play portfolios of competitive
Internet and application service providers. The use of adaptive variable bitrate
encoding schemes like iSAC or MPEG-4/AVC and the packet-based transfer of
multimedia streams have raised new teletraffic issues regarding traffic characteri-
zation, traffic control and the dimensioning of the underlying server and transport
infrastructure. It is the main task of such a multi-tier infrastructure comprising
application, database and media servers to process efficiently the received media
requests of a dynamic client population demanding popular objects from the at-
tached databases and to return the latter quickly by streams of related multimedia
messages to all requesting sources.
In our presentation we report on a joint research effort with T. van Do and N.M.
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Markovich to analyze and model important components of these new multime-
dia service infrastructures by appropriate teletraffic techniques and new statistical
methods.
Following a top-down approach of teletraffic engineering, we first study the session
performance of a multi-tier service infrastructure and the access to the multimedia
content using an Apache Web server as gateway. In particular, we consider the
related software architecture with a non-threaded multi-processing module. Con-
sidering the used resource pool of available HTTP service processes, we propose a
tractable multi-server model to approximate the performance of its load-dependent
dynamic behavior. Secondly, we show how VoD and live-streaming media servers
can be modelled by appropriate multi-class loss systems taking into account the
selection behavior of customers and the popularity of the selected objects.
Finally, we consider the packetized transport of multimedia streams by overlay net-
works and present a statistical characterization of the traffic streams following an
operational modeling approach. Considering measured traffic of IPTV sessions,
video and voice streams and applying results of extreme-value theory, we sketch
a versatile methodology for VBR traffic characterization in the presence of non-
stationarity and dependence in the data which may generate burstiness, long-range
dependence and heavy tailed marginal distributions of the underlying traffic char-
acteristics. Using the bivariate process of inter-arrival times between packets and
the packet lengths in combination with a bufferless fluid model, it allows us to de-
rive the capacity required by a packet stream on a virtual link, to determine the loss
characteristics of the flow and to provide indicators on the user’s satisfaction.

Finally, some open issues regarding the characterization and control of multi-
media traffic in future Internet are pointed out.

References

1. T. van Do, U.R. Krieger, R. Chakka: Performance Modeling of an Apache
Web Server with a Dynamic Pool of Service Processes. Telecommunication
Systems, 39(2-3), 117–129, November 2008.

2. U.R. Krieger, T. van Do: Performance Modeling of a Streaming Media
Server. Proc. Fourth Euro-FGI Workshop on ”New Trends in Modelling,
Quantitative Methods and Measurements”, Ghent, Belgium, May 31 - June
1, 2007.

3. N.M. Markovich, U.R. Krieger: Statistical Analysis and Modeling of Peer-
to-Peer Multimedia Traffic. In D. Kouvatsos, ed., Performance Handbook -
Next Generation Internet, Lecture Notes in Computer Science, LNCS 5233,
Springer, Heidelberg, to appear 2010.
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About the speaker

Udo Krieger is head of the computer networks group at the Faculty Information
Systems and Applied Computer Science of Otto-Friedrich University Bamberg.
He has graduated from Technische Hochschule Darmstadt, Germany, receiving an
M.Sc. degree in Applied Mathematics and a Ph.D. degree in Computer Science, re-
spectively. Before joining Otto-Friedrich University in 2003 he has been working
for 18 years as a senior scientist and technical project manager at the Research and
Technology Center of Deutsche Telekom in Darmstadt. From 1994 until 2003 he
has also been affiliated as a lecturer to the Computer Science Department of J.W.
Goethe University, Frankfurt.
Udo Krieger was responsible for the participation of Deutsche Telekom in the EU
projects COST 257, 279 and Eurescom P1112. From 2003 until 2008 he has served
as workpackage leader of the activity ”IP Traffic Characterization, Measurements
and Statistical Methods” in the IST-FP6 NoEs EuroNGI/EuroFGI. Currently, he
is engaged in the ESF action COST IC0703 ”Data Traffic Monitoring and Anal-
ysis (TMA): theory, techniques, tools and applications for the future networks”
(www.tma-portal.eu/).
Udo Krieger is a member of the editorial board of ”Computer Networks”
(www.elsevier.com/locate/comnet) and has been serving in numerous programme
committees of international conferences dealing with Internet research including
Infocom ’98 and Infocom 2007. His research interests include traffic management
of wired and wireless IP networks, teletraffic theory, and numerical solution meth-
ods for Markov chains.
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Stochastic bounds for Markov chains and how to use them for 

performance evaluation 
 

JEAN-MICHEL FOURNEAU 
 

Professor of Computer Science  

University of Versailles St Quentin, France 

 
 

Abstract: We survey several algortihms and applications of stochastic comparison of Discrete Time 

Markov Chains. These techniques lead to an important reduction on  time and memory complexity when 

one is able to compare the initial rewards with rewards on smaller chains.  We also show that stochastic 

comparison and stochastic monotonicity can provide intervals for rewards when models are not 

completly known (some parameters are missing). Finally we can prove some qualitative properties due to 

the  stochastic monotonicity or the level crossing ordering or Markov Chains. 

In this lecture we present some applications of stochastic comparison of Discrete Time Markov 

Chains. The approach differs from  sample path techniques and coupling theorem applied to models  as 

we only consider Markov chains and algorithms on stochastic  matrices. These algorithms build 

stochastic matrices which finally provide bounds on the rewards. We consider DTMC but we also show 

how we can apply the method to Continuous Time Markov Chains. We consider three typical problems 

we have to deal with when consider a Markovian models. 

The most known problem is the size of the state space. Even if the tensor representation provides an 

efficient manner to store the non zero entries of the transition rate matrix, it is still difficult to solve the 

model. We are interested in performance measures defined as reward functions on the steady-state or 

transient distribution or by first passage time (for instance to a faulty state in dependability modeling). 

Thus the numerical computation of the analysis is mainly the computation of the steady-state or transient 

distributions  or the fundamental matrix. This is in general difficult because of the memory space and 

time requirements. Sometimes it is even impossible to store a vector of states. We also have a problem 

related to the parametrization of the model. Finding realistic parameters for a Markovian model may be 

a very difficult task. Sometimes we know that some transition exist but we do not know their 

probabilities. Instead we can find an interval of probability for all the transitions. Thus the model is 

associated to a set of Markov chains. Some models are also described by a set of distributions rather than 

a single one. Finally, we sometimes need qualitative properties rather than numerical results. For instance 

we may want to prove that the reward we analyze is non decreasing with a parameter. Numerical analysis 

does not help here. 

We show in that tutorial that stochastic comparison of Markov chains may lead to an efficient 

solution for these three problems. While modeling high speed networks or dependable systems, it is often 

sufficient  to satisfy the requirements for the Quality of Service we expect. Exact values of the 

performance measures are not necessary in this case and bounding some reward functions is often 

sufficient. So, we advocate the use of stochastic comparison to prove that  QoS requirements are 

satisfied. We can derive bounds for a family of stochastic matrices. Thus we are able to give an interval 
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for rewards on models which are not completely specified. The stochastic monotonicity and the level 

crossing ordering of Markov chains allow to prove some qualitative properties of the models. 

 

 

About the speaker: Jean-Michel Fourneau is Professor of Computer Science at the University of 

Versailles St Quentin, France. He was formerly with Ecole Nationale des Telecommunications, Paris and 

University of Paris XI Orsay as an Assistant Professor. He graduated in Statistics and Economy from 

Ecole Nationale de la Statistique et de l'Administation Economique, Paris and he obtained is PHD and his 

habilitation in Computer Science at Paris XI Orsay in 87 and 91 respectively. He is an elected member of 

IFIP WG7.3 the IFIP working group on performance evaluation. 

He is the Head of the Performance Evaluation team within PRiSM laboratory at Versailles 

University and his recent research interests are algorithmic performance evaluation, Stochastic Automata 

Networks, G-networks, stochastic bounds, and application to high speed networks, and all optical 

networks. 
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On the generalisation of the Zipf-Mandelbrot distribution and its 

application to the study of queues with heavy tails 
 

DEMETRES KOUVATSOS 

 
Networks and Performance Engineering Research  

School of Computing, Informatics and Media  

University of Bradford  

Bradford BD7 1DP West Yorkshire, UK 

D.Kouvatsos@Bradford.ac.uk 

 
 

Abstract: Many studies of Internet traffic revealed that it is characterised by burstiness, self-

similarity (SS) and/or long range dependence (LRD) that can be attributed to the long tails of 

various distributions with power law behaviour, such as those associated with interevent times and 

queue lengths. These traffic patterns have adverse impact on network’s operation leading to queues 

and congestion and, thus, are of significant importance towards the prediction of performance 

degradation and the capacity planning of the network. Long–tailed distributions have been 

employed to generate traffic flows in simulation studies, which, however, tend to be rather 

inflexible and computationally expensive. Thus, there is a need to devise new and cost-effective 

analytic methodologies for  the credible  assessment  of  the  effects of long tailness in network 

traffic patterns. 

The talk will describe a novel analytic framework, based on the optimisation of    generalised  

entropy  measures,  such  as   those  proposed  in   the  fields  of Information Theory, Statistical 

Physics and Quantification Theory, subject to appropriate mean  value  system  constraints. In this 

context, a generalisation of the Zipf-Mandelbrot (Z-M) distribution will be devised and interpreted 

as the steady-state probability distribution of queues with long tails and power law behaviour. 

Moreover, related analytic algorithms will be devised and typical numerical tests will be presented 

to assess the credibility of the generalised Z-B queue length distribution and the adverse impact of 

SS and LRD traffic flows on queue performance. 

 

About the speaker: Prof. Demetres Kouvatsos is the Head of NetPEn,  

Networks & Performance Engineering Research, University of Bradford, UK and a Visiting 

Professor at CTIF - Center for TeleInFrastruktur, University of Aalborg, Denmark. He pioneered 
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Abstract: In the last few years, the number and impact of security attacks over the Internet
have been continuously increasing. Since it seems impossible to guarantee complete protection to a
system by means of the “classical” prevention mechanisms, the use of Intrusion Detection Systems
has emerged as a key element in network security. In this paper we address the problem considering
the use of bzip2, a well-known compression algorithm, for detecting anomalies in the network traffic
running over TCP. The proposed method is based on the consideration that the entropy represents a
lower bound to the compression rate that we can obtain, and the presence of anomalies should affect
the entropy of the analyzed sequences.

Keywords: The performance analysis, presented in this paper, demonstrates the effectiveness
of the proposed method.

1. Introduction

In the last few years Internet has experienced an explosive growth. Along with the
wide proliferation of new services, the quantity and impact of attacks have been
continuously increasing. The number of computer systems and their vulnerabilities
have been rising, while the level of sophistication and knowledge required to carry
out an attack have been decreasing, as much technical attack know-how is readily
available on Web sites all over the world.

Recent advances in encryption, public key exchange, digital signature, and
the development of related standards have set a foundation for network security.
However, security on a network goes beyond these issues. Indeed it must include
security of computer systems and networks, at all levels, top to bottom.
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Since it seems impossible to guarantee complete protection to a system by
means of prevention mechanisms (e.g., authentication techniques and data encryp-
tion), the use of an Intrusion Detection System (IDS) is of primary importance to
reveal intrusions in a network or in a system.

State of the art in the field of intrusion detection is mostly represented by mis-
use based IDSs. Considering that most attacks are realized with known tools, avail-
able on the Internet, a signature based IDS could seem a good solution. Neverthe-
less hackers continuously come up with new ideas for the attacks, that a misuse
based IDS is not able to block.

This is the main reason why our work focuses on the development of an
anomaly based IDS. In particular our goal is to reveal intrusions carried out ex-
ploiting TCP bugs. To this purpose in [1] we proposed a novel method, based on
the use of a compression algorithm to “model” the normal behavior of the TCP
connections. The method is based on the consideration that the entropy represents
a lower bound to the compression rate that we can obtain, and that the more redun-
dant the data are the better we can compress them.

Indeed, if we append the observed sequence to the training sequence, and we
compress the whole sequence, the compression rate that will be higher when the
observed sequence is more “similar” to the training sequence; vice-versa the com-
pression rate is low when the observed sequence is anomalous.

These observations, which represent the starting point for our proposed meth-
ods, are also at the base of several methods which aim at automatically finding out
in which language a given plain text is written. Examples of such methods are
provided in [2] and [3].

This paper somehow extends a previous work of the authors [1], by taking into
account a new compression algorithm, namely bzip2, which is considered to be
much more efficient than those considered in their previous work [4].

The remainder of this paper is organized as follows: section II describes the
bzip2 compression algorithm, while section III provides a description of the imple-
mented system, detailing both the training phase and the detection phase. Then in
section IV we provide the experimental results and finally section V concludes the
paper with some final remarks.

2. Compression algorithms

In computer science and information theory, data compression is the process of
encoding information using fewer bits (or other information-bearing units) than an
unencoded representation would require through use of specific encoding schemes,
without having any information loss. Lossless compression is possible because
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most real-world data have statistical redundancy.
Before analyzing in more detail the compression algorithm used in this work,

we briefly present some elements of the information theory, which will help the
understanding of the implemented systems.

Information theory [5][6] aims at defining, in a rigorous way, the notion of
information and a way to measure it. Intuitively, the information can be considered
as a reduction of the quantity of uncertainty; it is obvious that the information
do not necessarily coincide with the quantity of transmitted data. Indeed, if the
latter have a lot of redundancy, the information will be less than in the case of
non-redundant data. The sentence “it is going to rain” will differ if we are talking
about a desertic region or about Ireland. Indeed, in the first case we will have a
big quantity of information, since it is a rare event, while in the second case the
quantity of information will be lower since it is a more common event.

One of the most important elements of the information theory is the notion of
Entropy, introduced by C.E. Shannon in the late 40s [7][8].

The entropy H of a discrete random variable X is a measure of the amount of
uncertainty associated with the value of X .

The entropy is measured in bit (BInary digiT), thus a bit is the fundamental
quantum of information, necessary to distinguish between two equiprobable hy-
potheses. Referring to an alphabet composed of n distinct symbols, respectively
associated to a probability pi, the mean information taken by each symbol is

H =−
n

∑
i=1

pi · log2 pi bit/symbol (1)

which is usually referred to as single-symbol entropy or alphabet entropy. This
quantity obviously decreases if we consider the correlation among the alphabet
symbols.

It is worth noticing that H, being a measure of the uncertainty, in case of ab-
sence of uncertainty (p1 = 1, pi = 0 i = 2,3, · · · ,n) is:

H = Hmin = 0 (2)

while in case of equiprobable symbols (pi = 1/n i = 1,2, · · · ,n) we have:

H = HMAX =−
n

∑
i=1

1/n · log21/n = log2n (3)

Lossless compression algorithms are usually classified into three main cate-
gories:
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• Model based algorithms: each symbol or group of symbols is encoded with
a variable length code, according to some probability distribution. The effi-
ciency of such algorithms depends on the choice of an appropriate probability
model and on the way such model is used. According to this last character-
istic, the algorithms are divided into:

– Static coders (e.g., Morse code)
– Semi-adaptive coders: they build the translation table starting from the

data; the table has to be sent together with the compressed data (e.g.,
static Huffman Coding)

– Dynamic coders: the translation table is directly built during both the
encoding/decoding phase, thus it has not to be sent (e.g., DMC)

• Dictionary based algorithms: they are based on the use of a dictionary, which
can be static or dynamic, and they code each symbol or group of symbols
with an element of the dictionary (e.g., LZW)

• Block-sorting algorithms: the basic idea is to perform a transformation of the
data, so as to obtain a format which can be easily compressed

In the following we detail the bzip2 algorithm that has been used in the imple-
mented system. Since it is one of the most efficient compression algorithms, the
compression ratio should lead to a good estimate of the real entropy of data.

2.1. Bzip2

Bzip2 is an open source, patent free, high-quality data compressor [4]. Indeed, the
compression rate that it achieves is generally considerably better than that achieved
by more conventional LZ77/LZ78-based compressors, but, on the other hand, it is
also much more complex and considerably slower [4].

Bzip2 uses a combination of techniques to compress data in a lossless way. In
more detail, data compression with bzip2 involves three reversible transformations:

• Burrows-Wheeler transform

• Move to Front transform

• Huffman coding

In practice, an input file is divided into fixed sized block that are compressed
independently, by applying the three transformations in the given order.

In the following we will focus on the three algorithms, providing for each of
them a brief description (for a more detailed discussion we report to the original
papers).
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2.1.1. Burrows-Wheeler transform

The Burrows-Wheeler transform (BWT) [9] is a block-sorting lossless transforma-
tion. BWT does not perform any compression, but only modifies the data so as to
simplify the compression, performed in the other two phases (Move to Front cod-
ing and then Huffman). Indeed, the transformed block contains exactly the same
characters as the original block, but in a form that is easier to compress.

In more detail, given a string S of n characters, the algorithm works as follows:

• transform S in n new strings S1,S2, · · ·Sn that are n rotations (cyclic shifts) of
S

• sort the n strings lexicographically

• extract the last character of each rotation

Then, the output is a string L where the i− th character is the last character of
the i− th sorted rotation. To each character is also associated an index I that is the
position of the character in the original string S.

To be noted that, L and I are sufficient to compute the original string S during
the decompression phase.

2.1.2. Move to Front transform

Move to Front transform (MTF) [10] is an algorithm that allows the reduction of
the redundancy of data so as to improve the compression algorithm performance.
To be noted that also this algorithm does not perform any compression of the data.

MTF works by using a coding table, that is a list of all possible characters given
in a specific order, typically ascending order. This table does not remain constant
in the coding process but is updated at each step.

In more detail, the algorithm works as follows. When a new symbol has to be
processed

• the encoder outputs a number that is the position of the symbol in the coding
table

• the coding table is modified by moving the symbol on top of the coding table

Thus, the final output is a series of numbers that denotes the position of the
original characters in the continuously evolving coding table.

It is worth noticing that the decoding phase starts with the original table, which
evolves again in a similar manner.
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2.1.3. Huffman coding

Huffman coding [11] (developed by David A. Huffman while he was a Ph.D. stu-
dent at MIT) is based on the use of a variable-length code table for encoding a
source symbol, where the variable-length code table has been derived from a bi-
nary tree built from the estimated probability of occurrence for each possible value
of the symbol source.

Huffman coding uses a specific method for choosing the representation for
each symbol, resulting in a prefix-free code1 that expresses the most common
characters using shorter strings of bits.

Huffman coder is the most efficient compression method of this type: no other
mapping of individual source symbols to unique strings of bits will produce a
smaller average output size when the actual symbol frequencies agree with those
used to create the code. Because of this Huffman coding belongs to the category of
the “minimum-redundancy coders” or “optimal coders”.

The algorithm works by creating a binary tree of nodes. First of all, it is nec-
essary to estimate the occurrence frequency of each symbol in the data to encode,
then the tree is built in the following way:

• the tree contains as many leaves as there are symbols

• all leaf nodes are sorted in increasing order according to the corresponding
probabilities

• while there is no root node (not all the nodes are “linked”)

– link the two nodes with the lowest weight and create a new node with
probability equal to the sum of the two symbol probabilities

• the remaining node is the root node; the tree has now been generated

Then, iteratively starting from the root node, each right branch is labelled with a “1”
and each left branch with a “0”. To generate the compressed data, each symbol is
replaced by the corresponding string, obtained by consecutively reading the branch
labels from the root to the leaf node (corresponding to the symbol).

Figure 1 shows the Huffman tree for a source with 4 symbols (a1, a2, a3, and
a4) respectively characterized by the following occurency frequencies 0.4, 0.35,
0.2, and 0.05.

It is worth noticing that the compression rate, obtained by the algorithm, is
low if the symbols are almost equiprobable, and is high if there are big differences
among the symbols appearance probabilities.

1The bit string representing some particular symbol is never a prefix of the bit string representing
any other symbol
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Fig. 1. Huffman tree

3. System architecture

In this section we detail how the implemented system works: the next subsection
describes the system input, while the subsequent one focuses on the description of
the training and detection phase of the system.

3.1. System input

The system input is given by raw traffic traces in libpcap format [12], the standard
used by publicly available packet sniffer software, as Tcpdump [13] or Wireshark
[14][15]. First of all, the IDS performs a filtering phase so that only TCP packets
are passed as input to the detection block.

The IDS only considers some fields of the packet headers, more precisely the 5-
tuple (source and destination addresses, source and destination ports, and protocol)
plus the TCP flags. The 5-tuple is used to identify a connection, while the value
of the flags is used to build the “profile”. Experimental results have shown that
the stochastic models associated to different applications strongly differ one from
the other. Thus, before constructing the model, the system isolates the different
services, on the basis of the server port number, and the following procedure is
realized once for each port number.

A value si is associated to each packet, according to the configuration of the
TCP flags:
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si = SY N +2 ·ACK +4 ·PSH

+8 ·RST +16 ·URG+32 ·FIN (4)

Thus each “mono-directional” connection is represented by a sequence of sym-
bols si, which are integers in {0,1, · · · ,63}.

The sequences obtained during this “filtering” phase represent the system input
for both the training and the detection phase.

3.2. Training phase

The bzip2 compression algorithm has been modified so that the “learning phase”
is stopped as the training phase is over. In this way the detection phase will be
performed with a compression scheme that is “optimal” for the training data and
that could be suboptimal for the detection phase, especially in case of anomalous
connections.

In the following we will refer to the TCP flags sequence extracted from the
whole training dataset (of a single port number) as A, while b will be the flags
sequence of a single connection (in the detection phase) and finally B will be the
flags sequence extracted from the whole detection dataset.

3.3. Detection phase

During the training phase the considered algorithm implicitly builds a model of the
analyzed data. For our purpose, this model can be considered as the profile of the
“normal” behavior of the network. Thus, the system, given an observed sequence
(c1,c2, · · · ,cT ), has to decide between the two hypotheses:

H0 : {(c1,c2, · · · ,cT )∼ computed model}

H1 : {anomaly}
(5)

The problem is to choose between a single hypothesis H0, which is associ-
ated to the estimated stochastic model, and the composite hypothesis H1, which
represents all the other possibilities.

In more detail, after the training phase has been performed, the system appends
each distinct connection b, of the detection dataset B, to A and for each of them
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decides if there is an anomaly or not, by computing the “compression rate per
symbol”:

dim([A|b]∗)−dim([A]∗)
Length(b)

(6)

where [X ]∗ represents the compressed version of X , as the anomaly score (AS) for
the proposed system

Finally, the presence of an anomaly is decided on the basis of a threshold
mechanism, where the threshold is set as a tradeoff between detection rate and
false alarm rate.

4. Experimental results

In this section we discuss the performance achieved by the system when using the
proposed system over the DARPA data set.

The DARPA evaluation project [16][17][18] represents the first formal, repeat-
able, and statistically-significant evaluation of IDSs and is considered the reference
benchmark for testing this kind of systems.

Such project was carried out in 1998 and 1999, and the results shown in this
paper have been obtained with the 1999 data set. This data set consists of 5 weeks
of traffic, collected over a network composed by about 40 computers.

The first and the third weeks do not contain any attack, thus they are suitable
to perform the training of anomaly detection systems. The second week of traffic
contains some labelled attacks and can be used to analyse how they modify network
behavior. Finally traffic from the fourth and the fifth weeks are the test data. There
are 201 instances of 56 types of attacks distributed throughout these two weeks.
Information about the attack instances (e.g. where they are located in week 4 and
5 data) is found in the 1999 “Attack Truth list”, which is provided along with the
data set. Moreover two distinct data sets are provided, respectively collected on the
external and the internal side of the LAN gateway. In this work we have considered
the latter, where the total number of attack instances is 177.

In more detail, we have taken into account the traffic related to the following
port number:

• TCP 21 (FTP)

• TCP 22 (SSH)

• TCP 23 (Telnet)

To be noted that, even though in general it is not true, in the DARPA data-set we
can trust the port number for classifying the traffic.
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Fig. 2. ROC curve obtained using FTP-data traffic

As a performance parameter we consider the ROC curve, which plots the detection
rates versus the false alarm rate. Figure 2 we present the ROC curve for the FTP-
data traffic.
As it can be seen from the graph, the proposed system achieves very good perfor-
mance revealing the 88.6% of the total attacks with a rate of false alarm limited to
the 0.5%. To be noted that if we want to reveal more attacks (up to the 95%) the
false alarm rate increases up to the 68%.

As far as SSH and telnet traffic are concerned, performance are even better, as
we can see from Figure 3 and 4, respectively. In both cases we can reveal more
than the 99% of the attacks with a false alarm rate lower than 1%.

As a general observation we can state that the proposed system is able to
achieve excellent performance with very low false alarm rates.

5. Conclusions

In this paper we have presented a novel anomaly detection method, which detects
anomalies by means of a statistical characterization of the TCP traffic, by using the
bzip2 compression algorithm, to estimate the entropy of the traffic data.

To assess the validity of the proposed solution, we have tested the system over
the 1999 DARPA dataset, which represents the standard de facto for IDS evalua-
tion. The performance analysis has highlighted that the implemented system obtain
very good results.
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Fig. 3. ROC curve obtained using SSH-data traffic
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1. Introduction

Resource allocation and quality of service management in systems based on
service-oriented architecture (SOA) paradigm are very important tasks, which al-
low to maximize satisfaction of clients and profits of service provider [1]. In nowa-
days SOA systems, which utilize Internet as the communication bus the problem of
service response time guaranties arises. Since overall service response time consists
of communication and computational delays the task of delivering requested ser-
vice response time requires proper management of both communication and com-
putational resources [4].

In this work three methods for satisfying quality of service requirements based
on well known quality of service assurance models (i.e.: best effort, Integrated
Services (IntServ) and Differentiated Services (DiffServ)) [8] are presented.
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Paper is organized as follows. In section 2 models of system, complex ser-
vice and network traffic generated service requests are presented. Section 3 covers
qualitative analysis of service response time in the considered system. Basing on
assumed models and performed analysis three tasks and solution algorithms for re-
source allocation for the purpose of quality of service assurance are presented in
section 4. Exemplary results of performed simulations are presented in section 5.
Finally conclusions are drawn and directions for future research are given in section
6.

2. Model of the system

It is assumed that the considered system delivers complex services composed
of atomic services; the latter is defined as a service with an indivisible functionality
offered by known and well-specified place or places in the system. Moreover, it
is also assumed that each atomic service is available in several versions; different
versions of the particular atomic service offer exactly the same functionality and
are differentiated by values of various attributes assign to each atomic service [4].

2.1. Complex service composition

Let us assume that AS is the set of all atomic services and containsm separate
subsets ASi (i = 1, . . . ,m); AS = {AS1, . . . , ASm}. Subset ASi contains all
already existing and ordered versions of the particular i-th atomic service asij ;
ASi = {asi1, . . . , asini} where ni is the number of all distinguishable versions of
the i-th atomic service. Different versions of all i-th atomic services asiji (ji =
1, . . . , ni) may be labeled using values of many different attributes (e.g. location
within the system, attached security mechanisms, frequency of use, computational
complexity, completing time, quality of interface, etc.).

Let us also assume that atomic services from set AS are used to complete
complex services sk (sk ∈ S, k = 1, . . . ,K) in such a way, that each k-th complex
service (k-th path through the serially ordered set of atomic services sets) is com-
posed of exactly m different atomic services asiji executed one-by-one following
increasing values of indexes i (i = 1, . . . ,m). Each complex service path sk is pre-
cisely defined by a sequence of indices ji of particular versions of atomic services
used by complex service sk:

sk = (j1, . . . , jm). (1)

The set S of all possible complex services is defined as:

S = {(j1, . . . , jm) : j1 ∈ {1, . . . , n1}, . . . , jm ∈ {1, . . . , nm}} . (2)
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Such defined set of atomic services as well as assumed way of complex service
composition means that the available set of m atomic services in various versions
allows to obtain K different complex services where K = n1 × . . .× nm (see fig.
1).

11as

11nas

21as

22nas

1mas

mmnas

12as 22as 2mas
complex 
service 
request

k-th complex 
service

1AS mAS2AS

Fig. 1. Complex service composed of serially executed atomic services.

2.2. Network traffic

In the SOA paradigm it is assumed, that atomic services providing certain func-
tionalities are performed in a distributed environment [6]. Let reql (l = 1, 2, . . .)
represents certain l-th complex service request incoming to the system. In order
to deliver requested complex functionality service request reql has to pass through
all m atomic services along certain service path sk. Obviously atomic services be-
longing to chosen service path may be placed in remote locations. Choosing certain
service path sk for service request reql means that request reql needs to travel from
service requester SR through each link and atomic service on service path sk and
back to service requester SR (see fig. 2).

Denote by c(i−1)ji−1ji (i = 1, . . . ,m, ji−1 = 1, . . . , ni−1, ji = 1, . . . , ni)
the capacity of a communication link connecting two consecutive atomic ser-
vices as(i−1)ji−1

and asiji . Parameters c01j1 (j1 = 1, . . . , n1) and cmjm1 (jm =
1, . . . , nm) denote respectively: capacities of links between service requester SR
and atomic services in the first stage and atomic services in last (m-th) stage and
service requester SR.

Execution of each atomic service changes the size of service request in pro-
portional manner:

uout = αki · uin, (3)

where uin and uout denote input and output size of service request and proportional
coefficient αki depends on the service path sk (k = 1, . . . ,K) of service request
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Fig. 2. Atomic services in distributed environment.

and service request processing stage ASi (i = 1, . . . ,m). Input and output size
of request can be interpreted as the amount of input and output data necessary to
execute and being a result of execution of an atomic service on certain service
path. Therefore, each service path sk is described by vector αk = [αk1 . . . αkm]T

of proportional coefficients concerning size of data generated by atomic services
along this path.

Let pk (k = 1, . . . ,K) denote the probability, that certain service request reql
is served along k-th service path sk. Moreover, denote by u average size of incom-
ing requests, by λ average request arrival rate, and by µij average service rate of
each atomic service asij .

Average of traffic f(i−1)ji−1ji flowing between two consecutive atomic services
as(i−1)ji−1

and asij is a sum of traffic generated on service paths passing through
atomic services as(i−1)ji−1

and asij :

f(i−1)ji−1ji = λu
∑

k∈K(i−1)ji−1ji

pk

i−1∏
n=1

αnk, (4)

where K(i−1)ji−1ji is a set of indices of service paths passing through atomic ser-
vices as(i−1)ji−1

and asij and is defined as:

K(i−1)ji−1ji = {k ∈ K : as(i−1)ji−1
, asiji ∈ sk}. (5)

Average traffic incoming to certain atomic service asiji is a sum of traffic on links
incoming to asiji :

fiji =
ni−1∑
ji−1=1

f(i−1)ji−1ji = λu

ni−1∑
ji−1=1

∑
k∈K(i−1)ji−1ji

pk

i−1∏
n=1

αnk, (6)
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Average size of traffic fk∗ flowing through each k∗-th service path can be cal-
culated as a sum of traffic sizes flowing between consecutive atomic services asiji
(i = 1, . . . ,m) along k∗-th path:

fk∗ =
m+1∑
i=1

f(i−1)ji−1ji = λu
m+1∑
i=1

∑
k∈K(i−1)sk∗ (i−1)sk∗ (i)

pk

(
1 +

i−1∏
n=1

αnk

)
, (7)

where sk∗(i) denotes index ji of atomic service on i-th stage along path sk∗ .
An exemplary system, which consists of two atomic services (m = 2), each

having two versions (n1 = n2 = 2) is presented on figure 3. All four possible
service paths are enumerated as follows: s1 = (as11, as21), s2 = (as11, as22),
s1 = (as12, as21), s1 = (as12, as22). Amount of traffic flowing through each link
and each service path is presented on figure 3.
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Fig. 3. Amount traffic flowing through considered system.

3. Service request response time

Each of atomic services asiji (i = 1, . . . ,m, ji = 1, . . . , ni) and communica-
tion links c(i−1)ji−1ji (i = 1, . . . ,m, ji−1 = 1, . . . , ni−1, ji = 1, . . . , ni) between
atomic services as(i−1)ji−1

and asiji can be treated as single queue single pro-
cessor queuing systems with average service rate µiji and c(i−1)ji−1ji respectively.
Assuming, that incoming stream of requests is a Poisson stream and that atomic
services and links service rates are characterized by exponential distributions with
respective parameters µiji and c(i−1)ji−1ji , average response times of atomic ser-
vices and links are given by [3]:

diji = (µiji − fiji)−1 (8)

and
d̂(i−1)ji−1ji = (c(i−1)ji−1ji − f(i−1)ji−1ji)

−1 (9)
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respectively, where fiji is the average intensity of traffic incoming to atomic service
asiji (eq. 6) and f(i−1)ji−1ji is the average traffic intensity on the link connecting
atomic services as(i−1)ji−1

and asiji (eq. 4). It can be shown (e.g. [2, 3]) that
under assumption of Poisson request arrivals and exponential service rates proba-
bility distributions of atomic services and links response times are exponential with
parameters diji and d̂(i−1)ji−1ji respectively.

Denote by rk random variable representing response time of certain complex
service request reql serviced along k-th service path sk. Random variable rk is a
sum of random variables representing response times of atomic services asiji (riji)
and links c(i−1)ji−1ji (r̂(i−1)ji−1ji) belonging to service path sk:

rk =
m∑
i=1

riji +
m+1∑
i=1

r̂(i−1)ji−1ji . (10)

Denote by δk = [δk1 . . . δk2m+1] vector of parameters diji and d̂(i−1)ji−1ji of
probability distributions of random variables riji and r̂(i−1)ji−1ji such that δk1 =
d1j1 , . . . , δkm = dmjm , δkm+1 = d̂(0)j0j1 , . . . , δk2m+1 = d̂(m)jmjm+1

. Since riji
and r̂(i−1)ji−1ji are exponentially distributed with different parameters, probability
distribution of rk is given as [2]:

frk(rk) =

[
2m+1∏
i=1

δki

]
2m+1∑
i=1

e−δkirk∏
j 6=i (δkj − δki)

, rk > 0 (11)

Cumulative distribution function of complex service response time is given by in-
tegral:

Frk(rk) =
∫ rk

0
frk(x)dx =

[
2m+1∏
i=1

δki

]
2m+1∑
i=1

1− e−δkirk

δki
∏
j 6=i (δkj − δki)

. (12)

Functions frk(rk) and Frk(rk) denote respectively probability and cumulative dis-
tribution functions of complex service response time rk for requests served along
k-th service path sk.

4. Task of resource allocation

Models presented in section 2 and service response time analysis presented in
section 3 allows to formulate various resource allocation tasks, the aim of which is
to deliver required level of the quality of services (QoS) measured as complex ser-
vice response time. In this paper we focus on three basic tasks: task of minimization
of the average service response time, task of delivering required service response
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time, and task of delivering average service response time for different classes of
service requests. Presented tasks of resource allocation can be better understood in
terms of quality of service assurance models known from computer communication
network theory [7], namely: best effort, IntServ and DiffServ models.

4.1. Average service response time minimization (best effort)

Average response time dk experienced by service requests on k-th service path
sk is the sum of average delays experienced on each link and atomic service be-
longing to service path sk:

dk =
m∑
i=1

diji +
m+1∑
i=1

d̂(i−1)ji−1ji , (13)

where ji ∈ sk for i = 0, . . . ,m. Under assumption of Poisson request arrivals
and exponential link and atomic service response times average response time dk
can be calculated more precisely as the expected value of complex service response
time E[rk]:

dk = E[rk] =
∫ ∞

0
rkfrk(rk)drk, (14)

where frk(rk) is defined by equation (11).
Average response time d experienced by service requests in whole system can

be calculated as the weighted average over response times of each path sk (k =
1, . . . ,K):

d =
K∑
k=1

pkdk, (15)

where pk is the probability, that certain service request will be served along k-th
service path sk.

The aim of the task of minimization of the average service response time is
to find such a vector p = [p1 . . . pK ] of probabilities of choosing different service
paths sk for which average service response time is minimized:

p∗ = arg min
p

K∑
k=1

pkdk, (16)

with respect to constraints on probabilities p:

K∑
k=1

pk = 1 and pk ≥ 0 for k = 1, . . . ,K. (17)
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Since average response time dk of each service path sk depends on request
arrival intensity λ, average request size u and probabilities p, which change over
time, optimization task (16) has to be solved iteratively in consecutive time steps.
Resource allocation consists in assigning incoming request to service paths in such
a way, that intensities of requests served along each service path are proportional
to calculated probabilities p∗. For large number K of service paths this approach
may be inefficient due to high computational complexity of optimization task (16).
In such a case one can approximate optimal allocation by application of greedy
approach, which for each new service request chooses service path sk∗ with the
lowest average delay dk∗ :

k∗ = arg min
k
dk. (18)

4.2. Service response time guaranties (IntServ)

Denote by S(tl) state of the system at the moment tl of arrival of new request
reql. State S(tl) contains information concerning moments of arrival, assigned
service paths and location of all service request present in the system at moment
tl. Given system state S(tl) it is possible to calculate exact service response time
dk(reql) for request reql for each service path sk:

dk(reql) = d(S(tl), reql, k), (19)

where function d(S(tl), reql, k) (presented in [4]) represents an iterative algorithm
for calculation of response time of service request reql along k-th service path.

In the task of delivering quality of service it is assumed that each incoming
request reql contains a vector ql of requirements concerning values of various pa-
rameters describing quality of service. Besides required service response time d∗l
vector ql may contain parameters describing: security, cost, availability, etc.

The aim of the task of guarantying service response time is to find such a
service path sk∗ for which service response time requirements are satisfied:

k∗ = arg max
k
{dk(reql)} . (20)

with respect to:
dk(reql) ≤ d∗l .

It is possible that there does not exist such a path for which response time
requirements are met. In this case requirements can be renegotiated, for example
by suggesting minimal possible service response time d∗k(reql):

d∗k(reql) = min
k
{dk(reql)}. (21)
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When required service path sk∗ is found (by solving either task (20) or (21)) in
order to be able to guarantee requested service response time, resources on service
path sk∗ have to be reserved.

4.3. Average service response time guaranties (DiffServ)

Assume, that each incoming service requests reql belongs to certain class cl
(cl = 1, . . . , C). Each class c (c = 1, . . . , C) is characterized by probability qc,
that response time requirements of requests from this class are met:

P{dl ≤ d∗l } = qcl , (22)

where dl and d∗l are respectively: request reql response time and request reql re-
sponse time requirement.

The aim of the task of delivering average service response time guaranties is
to assign each incoming service request reql to such a service path sk∗ for which
equation (22) holds. Since probability P{dl ≤ d∗l } for each service path sk can
be calculated by means of cumulative distribution function Frk(dl) (see eq. (12)),
the task of delivering average service response time guaranties can be formulated
as follows:

k∗ = min
k
{Frk(dl)} , (23)

with respect to:
Frk(dl) ≥ d∗l .

Similarly to the task of delivering strict guaranties, it is possible that neither of
service paths allow to obtain required probability of meeting response time require-
ments. In such a case service path with the highest probability of meeting response
time requirements may be suggested:

k∗ = max
k
{Frk(dl)}. (24)

5. Simulation study

In order to illustrate presented tasks of resource allocation and evaluate perfor-
mance of proposed algorithms simulation study was carried out. In simulations an
example system was set up. It consisted of three serially ordered atomic services
(m = 3), each having three different versions (n1 = n2 = n3 = 3).

In the system example it is assumed, that there are three distinguished request
classes, each of which has predefined method of quality of service assurance. First
request class is served according to best effort model (described in section 4.1.)
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in which average service request response time is minimized. Requests from sec-
ond class are served according do IntServ model (section 4.2.) which allows to de-
liver strict guaranties for maximal response time. Requests from the third class are
served according to DiffServ model (section 4.3.) in which guaranties on average
response time are delivered. Third request class consists of four subclasses, each
characterized by different probability (q1 = 0, 8, q2 = 0, 7, q3 = 0, 6, q4 = 0, 5) of
meeting required service response time d∗ = 0, 5s.

System was fed with a Poisson stream of requests with average stream intensity
λ = 50. The share of each request class in overall stream was as follows: best effort
- 50%, IntServ - 10% and DiffServ - 40%. Each subclass of DiffServ requests had
10% share in overall stream. The ratio of amount of requests from different requests
classes was chosen to be similar to the ratio of traffic volume in real computer
communication networks.

The aim of simulation was to evaluate performance of proposed resource allo-
cation algorithms measured as response time guaranties delivered to distinguished
traffic classes for increasing value of request arrival intensity. Exemplary results of
performed simulations are presented on figures 4 and 5. On figure 4 the influence
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Fig. 4: Influence of increasing request arrival intensity λ on average service response time for three main request
classes: best effort, IntServ, DiffServ.

of increasing request arrival intensity on average service response time for three
main request classes are presented. Requests from both best effort and IntServ
classes are assigned resources such that average response time is minimized. There
are two main differences between these two classes, namely resources for IntServ
requests are reserved, what allows to provide strict guaranties on service response
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times. Moreover, IntServ requests have higher priority then best effort requests. In
fact best effort requests priority is the lowest among all classes, therefore requests
scheduling algorithms in atomic services assign to best effort requests only such
amount of computational resources which are not consumed by other classes.

It is obvious, that for increasing request arrival intensity average service re-
sponse time should increase as well for all request classes. An interesting situation
occurs when request intensity reaches λ = 1, 25λ0. Average response time of re-
quests from DiffServ class approaches its requirement d∗ = 0, 5s and stops increas-
ing. At the same moment response time of best effort request starts to decrease and
afterwards rapidly increases. This is caused by the fact, that when DiffServ class
reached its requirement it did not need as much resources as earlier. Excess re-
sources were assigned to best effort class, what resulted in decreased response time.
When request intensity increased DiffServ class needed more resources to provide
required response time guaranties. Necessary resources were taken from best ef-
fort class, what caused rapid growth of best effort average response time. Each

100

ng %
]

70

80

90

ta
ge
!o
f!r
eq

ue
st
s!
m
ee
tin

se
!ti
m
e!
re
qu

ire
m
en

ts
![%

Class!1
Class!2
Class!3
Class 4

50

60

1,1" 1,15" 1,2" 1,25" 1,3"

Pe
rc
en

t
re
sp
on

s

Requests!arrival!intensity![req/s]

Class!4

Fig. 5: Increasing request arrival intensity on the percentage of requests from each subclass of DiffServ meeting
response time requirements.

subclass of DiffServ class have different requirements on percentage of requests
meeting response time requirements. Exemplary results of quantitative analysis
of the influence of increasing request arrival intensity on the percentage of requests
from each subclass of DiffServ meeting response time requirements is presented on
figure 5. One can notice, that as request arrival rate grows percentage of requests
not violating response time guaranties approaches required values, which in pre-
sented study were set to q1 = 0, 8, q2 = 0, 7, q3 = 0, 6, q4 = 0, 5 for corresponding



46

subclasses.

6. Final remarks

Research presented in this paper shows, that it is possible to deliver required
level of quality of service and differentiate it between distinguished request classes
by application of commonly known quality of service assurance approaches. It is
worth noting, that presented resource allocation algorithms utilize only few meth-
ods (resource reservation, request scheduling) from classical QoS assurance mod-
els. Application of all QoS mechanisms (e.g.: traffic shaping and conditioning,
request classification, contract renegotiation, congestion control, etc.) as well as
knowledge engineering methods [5] (e.g.: prediction of client behavior, adaptive
scheduling, atomic services load prediction, etc.) to management of systems re-
sources may allow to significantly improve delivered quality of service.
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Abstract: This paper describes the possibility of integration a technology dependent solution of fast 

BSS transition (handover) into a heterogeneous, media independent handover environment. The 

proposed integration addresses the possibility of a seamless handover within a IEEE 802.11 access 

domain by decrease of handover latency, as well as ability of the access network to redistribute traffic in 

order to perform a local optimisation and to fulfil the QoS requirements from the Mobile Terminal 

perspective. 
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1. Introduction 

 

Observed trends in a modern telecommunications networks show a constant 

growth of  a heterogeneity level within a local access domain area. Combination 

of a different radio access techniques enables providers to offer a subscriber 

a variety of services, providing him in the same time the experience of a seamless 

mobility. Beside the major benefits coming from introduction of different radio 

technologies such as: multimode enabled mobile terminals and extended radio 

coverage due to overlapping areas of access points of a different techniques, 

providers have to face the fact of increased complexity of maintenance and 

management of heterogeneous domains. Seamless mobility in that sense requires 

a unified management platform, both for the network and users mobile terminals, 

as well, to guarantee a smooth services operation. Such a platform could be based 

on the IEEE 802.21 standard [1], which main goal is to create media independent 

handover environment. The IEEE 802.21 introduces a media independent 

architecture and allows to perform mobility procedures in the same way for 

a different radio techniques. However, unified framework does not take 

advantages of a technology specific features to decrease a total latency of 

a handover procedure in a specific radio access network. This paper presents 
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a possibility of integration of IEEE 802.21 and IEEE 802.11r standard [2] within 

an optimised wireless local access network, based on the intra-technology and 

intra-domain Network Initiated HandOver (NIHO) scenario. The IEEE 802.21 is 

used as a communication framework for all network modules taking part in the 

local optimisation scenario and preparation phase of handover procedure of 

a Mobile Terminal (MT), while IEEE 802.11r  is used for the handover process 

execution. 

 

2. IEEE 802.21 – communication framework 

 

The ongoing work of IEEE 802.21 working group is focused on formulating 

a standard specification which is able to provide a generic interface between link 

layer users and existing media-specific link layers, such as those specified by 

3GPP, 3GPP2 and the IEEE 802.x family of standards and to define media access 

mechanisms that enable possibility of performing handovers across 

heterogeneous networks. An abstraction layer MIH Function is a key concept of 

IEEE 802.21 standard. It provides services to the upper layers through 

a technology-independent interface (the MIH Service Access Point, MIH_SAP) 

and obtains services from the lower layers (driver layers) through a variety of 

technology-dependent interfaces (media-specific, MIH_LINK_SAPs). Its main 

role is to act as an abstraction layer between different links, physical layers and 

IP-layer hiding the particularities if transmission technologies. The IEEE 802.21 

standard defines three basic Media Independent services: the Event Service, the 

Command Service and the Information Service. Detailed use cases and 

deployment of each of them are described in [1]. However, existing signalling 

does not include a QoS related operations and thus requires some extensions in 

order to have a common signalling platform for variety of technologies which are 

already QoS enabled (IEEE 802.11e, GPRS, EDGE, UMTS, HSxPA). Fig. 1. 

presents the general architecture of IEEE 802.21 and location of MIHF and 

services it provide. 
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Higher Leyers (IP, TCP, UDP, Mobile IP, SIP, HIP,  

application)

MIH Function Layer – parameters abstraction

Lower Layers (IEEE 802.11, 802.16, 802.3, 3GPP, 

3GPP2, others...)
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Fig. 1. IEEE 802.21 architecture  

 

 

2. IEEE 802.11r – wireless LAN handover execution 

 

The IEEE 802.11r Fast BSS Transition standard is devoted to support the 

handover process within a single BSS (Basic Service Set) domain with main 

emphasis put on decrease of a transition latency within the Wireless LAN local 

domains. The main goal of Fast BSS Transition services is to minimize or 

eliminate connectivity loss (to minimize it below 50 ms of overall delay) during 

performing a transition (handover) between Access Points. The fast BSS 

transition introduces a roaming capability for IEEE 802.11 networks similar to 

that of cellular ones. VoIP services within IEEE 802.11 networks have been 

thought as a primary application area.  

Handover latency components in IEEE 802.11 consists of a re-association and 

a security binding. The IEEE 802.11r effort is focused on reducing the latency of 

security binding (pre-authentication). Moreover, an advance resource allocation 

is also considered by IEEE 802.11r, mainly due to the fact of QoS requirements 

of real-time applications.  

Fast BSS Transition base mechanism commences just after the network 

discovery and target selection procedure is completed. It also supports resource 

requests as part of the re-association and this is called as the Fast BSS Transition 

reservation mechanism.  

During the transition process Mobile Terminal passes through following three 

stages: 
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 discovery – MT locates and decides to which Point of Attachment (PoA) 

it will perform a transition, 

 authentication and resource reservation – MT authenticates with target 

PoA and may reserve resources required to transit active sessions, 

 (re)association – MT drops its current association and establishes a new 

one with target PoA. 

During the discovery process the MT develops a list of potential transition 

candidates – list of neighbouring target Access Points and then based on this is 

able to perform a transition to a target PoA when and where it „decides” to. The 

fast BSS transition services provide mechanisms for MT to communicate with 

target PoA prior to performing transition, directly via radio interface or through 

existing MT’s association 

During the authentication phase, the fast BSS provides mechanisms for MT to 

reserve resources at the target PoA after authentication but prior to association. 

The process of re-association starts when the best suited transition target has 

been  found, and the MT can drop its active association and associates with a new 

one. 

There are two ways of IEEE 802.11r operation (mechanisms of signalling 

exchange during transition process): 

 over-the-air – a mechanism where the MT communicates directly with 

target PoA using 802.11 Authentication frames with Authentication 

Algorithm set to Fast BSS Transition, 

 over-the-DS – a mechanism in which the MT communicates with target 

PoA using the Remote Request Broker (RBB) in the current PoA 

(communication between MT and current PoA is carried by fast BSS 

transition Action frames and between current PoA and target PoA via 

remote request encapsulation). 

 

3. Integration – local optimisation scenario. 

 
3.1 System architecture 

 

An integrated architecture of the system proposed is based on the framework 

of IEEE 802.21 as a communication bearer during the handover preparation and 

the IEEE 802.11r as a tool of a mobile terminal handover execution within 

a Wireless LAN technology domain. Integration framework covers the scenario 

of intra-domain network initiated handover due to performance reason – the 

Local Optimisation case, which means that the network is able to detect a traffic 

overload at a single Point of Attachment and has an availability to overcome 

a congestion by moving Mobile Terminals associations across the domain. 

A sample architecture of such a system is presented in the Fig. 2. 
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Fig. 2. Local Optimisation architecture. 

 

The major innovation of presented approach is that Fast BSS Transition 

procedure is triggered by the network side and the list of possible handover 

targets within a single BSS domain is optimised by the Load Balancer Module 

(LBM) residing at the Access Router (network side) and not by a Mobile 

Terminal itself, as it is defined within IEEE 802.11r standard.  

The main assumption of the Local Optimisation scenario is that network side 

nodes – especially LBM – are aware of the access network topology, i.e. list of 

connected Points of Attachment which are IEEE 802.11r compliant, their 

capabilities, such as: nominal operational data transmission rates, radio channel 

the Point of Attachment operates on, number of associated Mobile Terminals and 

most important parameter – current load per a single terminal. The topology 

awareness is essential during the optimisation process. Basing on the knowledge 

gathered, the LBM is able to redistribute traffic among intra-domain PoAs. Some 

static information (PoA’s capabilities, such as: its MAC address of wireless 

interface, supported frame transmission rates, SSID and virtual SSID, radio 

channel, Tx power level, etc.) can be directly obtained by the LBM module from 

the IEEE 802.21 MIH Information Service. 

Using the IEEE 802.21 MIH_Get_Information.Request/Response mechanism 

and information gathered by the MIH Information Service during the network 

nodes registering, the LBM can obtain data covering general and more detailed 

access network information elements, such as: network type, service provider and 

network operator identifiers, PoA L2 and L3 addresses, PoA location, data and 

channels range, cost, etc. 

Moreover, to optimise the handover procedure and eliminate a possibility of 

a handover failure a signal strength measurements are required. Such kind of 

radio monitoring can be done both from the network and the terminal side. The 

architecture proposed assumes that signal level measurements are performed by 
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the Mobile Terminal and sent periodically or on-demand to the network. By 

receiving such kind of information LBM as a network module forms a network 

topology image including the ability of a Mobile Terminal to receive a signal 

from a specific Point of Attachment. Based on this, Points of Attachment which 

cannot be “heard” by a Mobile Terminal are not taken into account during the 

optimisation phase, and a number of handover failures is then strongly limited. 

Signal strength measurements are conveyed to the network side using the MIH 

Function layer events reporting mechanism. The LBM module acting as a MIHF 

layer user can register for events reporting for each Mobile Terminal which has 

registered itself into MIHF during the initial network association. 

Integration of QoS requirements for a real-time based traffic can be done in 

parallel within a presented architecture. Resources reservation at the PoA can be 

achieved using the internal QoS support of IEEE 802.11r or by introducing 

additional QoS monitoring modules at the PoAs and AR. The IEEE 802.11r 

standard offers a simple mechanism for resources reservation at target PoA based 

on sending of a message containing resources reservation request and receiving 

in response information if such a reservation is possible or not. While the 

additional QoS monitoring could be combined with a traffic admission control 

mechanism. 

Mobile Terminals traffic redistribution is the most important function of the 

LBM module. To achieve full operational level a constant traffic monitoring 

mechanism should be introduced, which allows to detect a current load per 

channel and a single terminal attached to the wireless network. The LBM is 

located within an Access Router and is responsible for generation and keeping 

up-to-date state of local access domain and detection and avoidance of PoAs 

overload. The LBM algorithm outcome is a new MTs association map generation 

by mean of network triggered handovers in order to eliminate PoAs overload. 

A lot of different optimisation algorithms have been proposed [3, 4], however 

most of them are based on access control and access restrictions. Some of them 

are focused only on selection of best-suited Access Point which in long-term 

approach can result with non-optimal traffic distribution. Majority of proposed 

algorithms are MT-based, which mean that all intelligence is located at the MT 

side and thus cannot be acceptable in real service provider networks. More 

reliable solutions are centralized and allow for handover triggering, which allows 

to eliminate the scanning part of handover procedure [4]. The LBM algorithm is 

similar to one proposed in [5], however it has been adopted to fit a multi-rate 

environment. The LBM optimisation algorithm is triggered by events observed 

within an access domain: new MT registration, PoA overload, new QoS contract 

registration or MT detachment. In order to ensure the proper conditions for LBM 

algorithm to run, some additional information related to MTs and access point 

are required. Information related to L2 operation of PoA are used to create an 

image of their utilisation and QoS realisation, while the MT itself is a source of 



 55 

knowledge of an radio coverage of the access network. Mobile terminals are 

reporting the status of transmission quality, such as: received signal strength, 

frames rate ratio and observed delay, to the network using the MIHF event 

registration mechanism. When the optimisation procedure starts, the LBM 

generates a series of handover triggers for selected mobile terminals, which are 

directly conveyed by PoAs to MT’s L2 drivers using the remote MIH 

communication. 

 

 
3.2 Sample operation 

 

In a Fig. 3. a sample message sequence chart of Local Optimisation algorithm 

output is depicted. The presented sequence starts when the algorithm is finished 

and set of handover triggers is to be sent to Mobile Terminals. The diagram 

shows the message exchange between the LBM module, single Mobile Terminal 

and its current and target Point of Attachment. Procedure of sending a handover 

trigger to a specific MT can be organised in two or just one step, called 

respectively: Soft and Hard NIHO. Considering the Soft NIHO procedure 

a Mobile Terminal receives a MIH_Handover_Initiate. Request message 

containing a list of possible handover targets, especially ID of target PoAs – i.e. 

MAC address and number of a radio channel PoA operates on. Based on this 

a Mobile Terminal has an opportunity to choose the best fit handover target 

which is then sent back to the LBM within the  

MIH_Handover_Initiate.Response.  

At this point resources pre-reservation can be done using the 

MIH_Handover_Prepare messages if optional reservation mechanism if IEEE 

802.11r is not used. However, additional QoS negotiations between QoS Broker 

and QoS Client residing at the Mobile Terminal can be taken also into account. 

The usage of Soft and Hard NIHO procedure strongly depends on the 

optimisation time line requirements. In case of fast optimisation only the Hard 

NIHO procedure is executed. It relies on sending of a single selected handover 

target to the Mobile Terminal using the MIH_Handover_Commit.Request 

message. 

After receiving the MIH_Handover_Commit.Request the MIHF layer at the 

MT sends a link layer two message WLAN-_Link_Handover.Request directly to 

the layer two driver.   

Mobile Terminal, upon receiving the handover trigger runs the Fast BSS 

Transition  procedure. The presented messages sequence covers the most 

complicated IEEE 802.11r scenario which is based on double hop 

communication between the MT and the target PoA using the current association 

point, and what is more using the mechanism of resources reservation. The 

communication process between the current serving PoA and target PoA is done 
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using the Remote Request Brokers (RRB) located at the PoA. RRB modules act 

as forwarding agents sending re-association requests from MT through an 

existing association from current to target PoA.  

Resources reservation is described by Accepted and Active states. Accepted 

can be interpreted that the target PoA is able to guarantee required resources, 

while Active is synonymous with allocation of resources.  
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Fig. 3. Sample operation 

 

Whole procedure of Local Optimisation NIHO scenario finishes with 

MIH_Handover_Complete.Request/Response messages exchange between 

former and current PoA which is a signal for previous one to forward all of 

buffered packets to a new PoA where the MT is actually associated. 

The depicted scenario does not cover the MIH events registration and 

reporting part which is multiplied for each MT which is associated within the 

coverage area of single access domain. The notification part is essential from the 

LBM point of view to form a topology view of the optimised area. 

 
 3.3 Improving the handover latency. 

 

The overall IEEE 802.11 layer two handover process latency consists of 

following phases: detection and recognition of conditions when a handover 
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procedure must be performed, scanning for available target access points, 

authentication procedure and finally a re-association to a selected access point. 

The values of each handover procedure component strongly depends on network 

architecture, hardware implementation and radio environment conditions [6, 7]. 

A lot of research has been done in area of experimental studies to  derive the 

handover latency timings. Typical values for each of handover component show 

that the detection phase could last from 250 up to 600 ms, scanning procedure 

strongly depends on channel mask used and frequency band (IEEE 802.11a/b/g) 

and could last from 50 up to 400 ms for 2,4GHz band. The authentication and re-

association phases should not exceed more than 10 ms, each.  

The integration of IEEE 802.11r and IEEE 802.21 allows to decrease the 

handover latency by shortening or elimination of scanning procedure and 

detection phase. What is more, the existing pre-authentication mechanism of 

IEEE 802.11r should also improve the handover latency. The most efficient, from 

the perspective of whole handover procedure latency, is the Hard NIHO scenario, 

because its completely eliminates the scanning  procedure triggering the MT with 

a single (network selected) handover target. The Soft NIHO adds a sequence of 

choosing by a MT the best-suited PoA. Both scenarios do not include the 

detection phase, because it is assumed that network decides on handover 

execution timeline.  

 

4. Conclusion 

 

The integrated architecture of heterogeneous media independent handover 

network enhanced with a strongly technology dependent handover mechanism 

has been presented. The main benefit of a proposed integration is the handover 

procedure latency decrease in case of local optimization scenario by usage of 

network initiated handover trigger, as well as current (up-to-date) access network 

state image processing and resources utilization analysis.  
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1. Introduction 

 

Words with meaning “Future” and “Upcoming” are very popular as they 

design something what will be available and most recent or future proof. 

Anybody can usually extend such a future in its own way. Communication 

technology has borrowed these terms in two very popular technologies: NGN and 

NGI.  

NGN means Next Generation Networks and its meaning is to the Telco 

approach in building multimedia services using IP networks. It comes from the 

Telco industry and standardization organizations like ETSI, ITU-T and 3GPP. 

Traditional Telco has proposed to throw out SS7, signalization protocol and 

various SDH hierarchies for transport and replace it by all IP networks with 

standardized service control platform called IP Multimedia subsystem (IMS).  

NGI (Next Generation Internet) also known as Future Generation internet 

(FGI) has born as an approach how to deliver new services upon “Internet 2” or 

“Beyond IP”. These networks can be designed in evolution way or in clean slate 

approach on “green field”. FGI has been driven by philosophical thoughts, what 

we would do design of Internet differently, if we could design Internet today 

from scratch.  

The aim of this article is to discuss two approaches to the upcoming networks 

and services: NGN and NGI. We present both frameworks from the services 

mailto:Ivan.Kotuliak@stuba.sk
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point of view as they are delivered to the end-user. This article is more 

philosophical one, which should improve the discussions about future networks. 

The rest of the article is organized as follows: the basic idea of both NGN and 

FGI is presented in second section. The third Section focuses on the aims of the 

FGI and how NGN fulfils some of these requirements and where the NGN does 

not still gives any response. In final Section, we conclude the article with ideas 

for future work.  

 

2. Future Networks 

 

This section provides overview of the NGN and FGI concepts and main goals 

for both approaches.  

 
2.1 Next Generation Networks 

 

ITU-T define NGN [1] as a network based on packet transfer, enabling to 

provide services, including telecommunication services, and is capable of using 

several broadband transmission technologies allowing guaranteeing QoS. The 

functions related to services are at the same time independent of the basic 

transmission technologies. NGN provides unlimited user access to different 

service providers. It supports general mobility providing the users with 

consistency and availability of services.    

 

That is what definitions say, but probably most important in this discussion 

are original requirements for NGN that should be fulfilling as following: 

 High-capacity packet transfer within the transmission infrastructure, 

however, with a possibility to connect existing and future networks (be it 

the networks with packet switching, circuit switching, connection-

oriented or connectionless, fixed or mobile).   

 Separation of managing functions from transmission features. Separation 

of service provisioning from the network and ensuring the access via an 

open interface and thus a flexible, open and distributed architecture.  

 Support for a wide range of services and applications by using the 

mechanisms based on the modular and flexible structure of elementary 

service building blocks  

 Broadband capabilities, while complying with the requirements for QoS 

(Quality of Services) and transparency. Possibility of a complex network 

management should be available.  

 Various types of mobility (users, terminals, services). Unlimited access to 

a variety of service providers. 
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 Various identification schemes and addressing which can be translated to 

the target IP address for the purposes of routing in the IP network. 

(Flexible addressing and identification, authentication). 

 Converged services between fixed and mobile networks (as well as voice, 

data and video convergence). Various categories of services with the need 

of different QoS and classes of services (CoS). 

 Conformance to the regulation requirements, such as emergency calls and 

security requirements in terms of personal data protection. 

 Cheaper and more effective technologies if compared to the current 

technologies. 

 
2.2 Future Generation Internet 

 

Future Generation Internet has born to resolve drawbacks of the current 

Internet. The Internet [2] as we know it today has evolved from the original 

interconnection sponsored by DARPA research. The IETF, which has covered 

Internet-related standards, targeted the layer approach. Each layer of the protocol 

stack should provide only necessary functionality on this layer and do it as 

efficient as possible. All other functionalities not implemented on certain layer or 

on any underlying should be implemented on higher layer.  

This approach was successful and yielded in the protocol stack as we know it 

today. In the centre, there is the famous Internet Protocol (IP). Under IP protocol, 

we can find device and physical medium specific layers. Typically, there is 

Ethernet, WiFi, but can by any other protocol. IP protocol was originally 

designed provide best effort services but later there have been develop managed 

IP networks with operator/provider controlled infrastructure. Additionally there 

is the MultiProtocol Label Switching (MPLS), which introduces Quality of 

Service and circuit switched service notion to the IP world. Above IP, there is 

usually datagram services User Datagram Protocol (UDP), or connection oriented 

Transmission Protocol (TCP). On this layer, several protocols have been 

designed, but none has gained wide popularity. The real problem starts above 

transport layer, where service dependent protocols exists and are used. Typical 

representants here are the HTTP for web-oriented services, FTP for file transfer, 

SMTP for e-mail, XMPP for chat, SIP for signalling and tens of others. 

Described TCP/IP model, used in today works has several drawbacks. These 

drawbacks have incited new research in the area of the improvement of the 

current Internet [3,4,5]. Two main approaches exist: evolution of the current 

Internet and the “clean slate” approach [6]. The clean slate approach rethinks 

Internet from the beginning: how would we implement Internet with today 

knowledge. For a moment the FGI focuses on the formalization of new models 

and interfaces. 
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Next Section provides the challenges for the Future Internet and confronts 

these challenges with the NGN existing approach.  

 

3. NGI challenges 

 

 The main challenges for the NGI coming from the experiences of the users 

and experts with the Internet are: 

 Addressing 

 Identity 

 Security and privacy 

 End-to-end QoS/QoE 

 Mobility 

In the following text, we focus on these challenges.  

 
3.1 Identity and adressing 

 

Long years, there were separate networks for different purposes. 

Consequently, every network used its own identifying mechanisms. In current 

world, the customers prefer to have the same identity for all applications (e.g. the 

same phone number across any network).  

To respond to this challenge, the NGN implements the system of private and 

public identity. The private identity is used by the network e.g. for authorization. 

The public identity (user is allowed to posses multiple public identities) is used 

by other users and by applications. In this way, anybody can reach the user using 

his public identity independently on the currently used access network. In such 

way, one can use the same number via mobile and fixed network (this notion 

does not have the same sense in the NGN as today). 

 
3.2 Security and privacy 

 

Security and privacy are typical problems of the current Internet. Existing 

networks have been designed just to work and no security mechanisms have been 

designed from the beginning. With increasing threats, several security 

mechanisms and architectures have been proposed (e.g. IPSec, SSL etc). These 

proposals have drawback, because they try to resolve one problem, but usually 

they do not have ambition to propose security concept. 

The IMS based NGN proposes that every user would have the identity card 

(e.g. ISIM – IMS Subscriber Identity Module) including security credentials. The 

credentials are used for authorization of the user identity and for the secure 

connection to the network through access network. Afterwards, the user is trusted 

and the identity is only the application question. In such way, we can build 

a secure island of one (multiple interconnected) providers. 
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Another important point is privacy. The privacy can be maintained by using 

multiple public identities (as described previously). Even if required, the public 

identity in the access network for the signalling purposes can be changed in 

regular intervals. The major advantage is that all this can happen seamlessly from 

user perspective. 

 
3.3 End-to-end QoS/QoE 

 

 Quality of Service (QoS) and Quality of Experience (QoE) are two terms, 

which are related to the perception of the services by end-users. The two terms 

are closely related. The substantial difference can be for the application, where 

the human senses are inaccurate and even objectively bad performance they 

accept in very good way.  

As the NGN has born in the telco world, it has stressed the QoS from the 

beginning. There have been standardized and implemented mechanisms allowing 

the packet marking in the access to the transport networks and QoS management 

in the core network. However, the QoS management is done per class of 

application to minimize the quantity of the Class of Services (CoS) in the core 

network. 

 
3.4 Mobility 

 

Mobility is one of the services available to the end-users. The applications 

should be available anywhere and anytime.  

Real problem is the connectivity. Moving user usually gets out of the network 

coverage. For WiFi, the network coverage is in the scale of hundreds meters, one 

mobile network covers at most the area of one country. Besides these limits, the 

user should make handover to other network with the same technology, or with 

different one. This process usually means the change of the IP address. However, 

this problem is not really important to the end-user. 

End-user is more focused on the applications. Therefore, there should be 

a framework allowing the users seamless handover via various technological 

environments. NGN is independent from the access networks and it is able to 

provide the services through any access technology. This is ensured by the 

separation of the applications from access layer. The only problem is the resource 

allocation and QoS management, which can be different for various networks 

types. 

 

4. Conclusions 

 

In this article, we have focused on the future networks: the Next Generation 

Networks and Future Generation Internet. NGN has been born in operators 
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environment as revolution in telco world providing service continuity and QoS 

management over IP. FGI has been born in the Internet world as a response to the 

challenges from existing IP networks. FGI has also used revolutionary approach 

known as “clean slate” approach, when existing protocols should be replaced by 

the new ones.  

We have described how NGN has managed with selected challenges of the 

FGI like mobility, identity, security and privacy, and QoS management. The 

NGN of course cannot respond easily to all the FGI challenges, but it is 

important to get inspiration from more strict world than open Internet has always 

been. 
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Abstract: PlanetLab provides a global scale environment for network research. It consists of
numerous controllable computer nodes. However, due to that these nodes are deployed in various
network domains, there exist experimental issues, regarding network latency, resource utilization,
and unpredictable behaviors of nodes. Experimenters need to pay much attention to manually ad-
justing their selected nodes during the whole experimental process. PLACS is a novel tool system
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mentation designs for development are presented.
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1. Introduction

Much attention has been put on the research and development of new future
network services. To obtain reliable and relevant experimental results requires a
worldwide platform of the network system to be as close to real-world as possible.
For this, many research groups adopt PlanetLab [1].

PlanetLab is a group of computers available as a testbed for computer network-
ing and distributed systems research. It was established in 2002, and as of March
2009, was composed of 913 nodes at 460 sites worldwide [2]. Due to the high num-
ber of participating nodes, it is cumbersome to manually manage these computers
to be involved in distributed experiments, i. e., distributed storage, network map-
ping, Peer-to-Peer (P2P) systems, distributed hash tables, and query processing. In
order to improve the experimental efficiency of PlanetLab, we have developed an
automatic control system, called PlanetLab Automatic Control System (PLACS). It
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provides novel mechanisms to intelligently select suitable nodes to satisfy distinct
experimental requirements. Besides, PLACS can automatically manage involved
experimental elements and coordinate their interactions, e. g., PlanetLab nodes, ex-
ecutable programs, experimental requirements.

The purpose of this paper is to provide a overview of PLACS. Related work is
addressed in Section 2. Section 3 represent the major mechanisms of PLACS, node
selection and node management. Their corresponding implementation designs for
future development are also represented in Section 5. Finally, we conclude the
paper in Section 6.

2. Related work

Currently, PlanetLab consists of more than 1000 nodes from different con-
tinents. PlanetLab Central (PLC) provides detailed information about these
nodes for potential management, i. e., host name, hardware resource informa-
tion, TCP connectivity, graphical illustration of locations, convenient interfaces for
adding/removing nodes. To obtain suitable nodes for dedicated experiments, exper-
imenters are forced to evaluate the characteristics of every PlanetLab node. Due to
this, tools have been developed to simply this evaluation process, e. g., pShell [3],
CoDeeN [4] [5] [11]. The pShell is a Linux shell and works as a command center
at the local machine. It provides a few basic commands to interact with Planet-
lab nodes. However, for pShell users, they still need to manually select suitable
nodes. In CoDeeN, several PlanetLab nodes are adopted as proxy servers. They
behave both as request redirectors and server surrogates. Each node operates inde-
pendently, from node selection to forwarding logic [8]. They can exchange health
information about nodes based on periodic heartbeat communications with each
other. However, CoDeeN lacks centralized coordinations for experimenters. It can
not be used to cope with interactions between PlanetLab nodes and experiments.
For instance, if a node becomes disconnected from the network, the behavior of
programs running on it will become uncontrollable.

Regarding carrying out actual experiments, tools are available for managing
selected nodes and experimental files, e. g., PlMan [6], AppManager [7]. They
provide command interfaces for experimenters, i. e., deploying files, monitoring
status of nodes, starting or stopping programs on selected nodes. For distributing
large files, CoBlitz [9] and CoDeploy [10] are available. Both use the same in-
frastructure for transferring data, which is layered on top of the CoDeeN content
distribution network [8] [11]. However, these tools focus on individual tasks on
PlanetLab nodes, e. g., copying/deleting files, starting/stopping programs. They do
not provided a effective solution to automatically perform multistep serial tasks,
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composed of these individual ones. For example, when experimenters have used
these tools for distribution, they still need to manually start or stop executable pro-
grams on selected nodes.

Furthermore, in previous experiments, we found fluctuations related to Planet-
Lab node characteristics. This experiment is regarding the evaluation of BitTorrent
Extensions for Streaming (BiTES) [12] and started from August 22, 2009 until
Septemper 22. Five different scenarios were carried out. Each of these scenarios
were run 15 times and each run utilized around 100 PlanetLab nodes. More than
900 PlanetLab nodes were manually tested for availability. From this daunting
but important work, several negative characteristics of the node in PlanetLab were
obtained. These are:

• Connectivity fluctuation: Every PlanetLab node may become disconnected from
the network. Un-connectable nodes can not be operated by experimenters, until
they recover being connectable.

• Bandwidth fluctuation: Some nodes are provided by the same research group
and deployed in the same local network domain. If all these nodes are involved
in the same experiment, they may become competitors with each other for the
local bandwidth allocation. This is important as there exists an automatic band-
width limitation for all nodes in PlanetLab, e. g., 10 Gigabytes (GB) per node
per day for uploading.

• Latency fluctuation: If the network latency of nodes is evaluated from different
network domains, result values may be different. Such multiple latency refer-
ences may lead experimenters to a conflicting view for choosing suitable nodes.

• Utilization fluctuation: Nodes in PlanetLab are not exclusive for a single exper-
iment. They can be simultaneously used by different experiments. This coexis-
tence leads to competition of hardware resources on the same node. Thus, the
performance of the different experiments may be interfered by each other.

Since PlanetLab is running on the top of the public internet, the above men-
tioned fluctuations are expected. Although PLC and some tools provide detailed
information of node characteristics, experimenters still need to manually analyze
them. To address these issues, we propose PLACS to provide a series of novel
mechanisms to solve the above mentioned problems. According to the experimen-
tal requirements, PLACS intelligently and automatically selects suitable nodes and
manages them to carry out experiments. This means that experimenters can fo-
cus less on manual operation of PlanetLab nodes and concentrate on developing
their experiments. The following two sections describe the major mechanisms of
PLACS and corresponding implementation designs.
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3. Mechanisms

We classify the major mechanism of PLACS as node selection and node man-
agement. The role of node selection is to intelligently select out of suitable Plan-
etLab nodes, according to experimental requirements. Then, node management is
used to automatically manage selected nodes to carry out experiments.

3.1. Node selection

Several basic node characteristics can be collected by using interfaces pro-
vided by PLC or other relevant tools, i. e., host name, geographical location, re-
search group. This information will be recorded by the Central Controller (CC) of
PLACS for system initialization. We propose to use the CC to directly evaluate
node connectivity and resource utilization, e. g., CPU utilization, Memory utiliza-
tion, Hard Disk utilization. Besides, constraints for desired nodes should be given
by experimenters, e. g., allowable maximum network latency and CPU utilization.
Undesirable nodes will be eliminated by PLACS.

Because deployment locations of PlanetLab nodes can not be changed by ex-
perimenters, the latency fluctuation is difficult to be avoided. We propose to deploy
additional computers, called Assistant Agents (AAs), to obtain accurate latency in-
formation. These AAs will be deployed in different geographical network domains,
e. g., Europe, Asian, America. As shown in Fig. 1, AAs can respectively perform
latency evaluations for the same destination node, e. g., ping command. As a re-
sult, depending on different geographic locations of AAs, every PlanetLab node
will provide multiple references of network latency. If the experiment is involved
in the same geographic location with a certain Assistant Agent (AA), the latency
evaluated by this AA becomes the main reference. Since it is expensive to deploy
and maintain many independent AA computers, we propose to adopt representative
PlanetLab nodes as AAs. Thus, the deployment of AAs can have global coverage.

Regarding the practical selection process, we propose two specific scenarios,
applicability and equilibrium. The applicability refers to requirements of resource
utilization and network bandwidth. Some experiments require a large amount of
processing power. Thus, nodes with lower utilization of memory and CPU are pre-
ferred, even if they have higher network latency. In contrast, if experiments focus
on the research of network communication, nodes with lower network latency have
higher priority for selection. On the other hand, some distributed systems, e. g., P2P
systems, need multiple nodes to participate in experiments. The experimenters may
then adopt a certain location distribution of selected nodes, e. g., 25% in European,
25% in Asian, 25% in America, and other 25% in Australia. If different location
distributions are adopted for repeated experiments, the corresponding results may
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Fig. 1. Multiple latency evaluations from AAs.

differ, due to the distinct latency of different geographical network domains. There-
fore, the adopted location distribution needs to be preserved as a equilibrium status,
during the whole experimental process.

3.2. Node management

After suitable PlanetLab nodes have been selected by node selection, PLACS
will automatically manage them to carry out actual experiments. To simplify the
following representation, we call the selected PlanetLab nodes as Selected Nodes
(SNs). They constitute a Selected Node (SN) swarm during the experimental pro-
cess. In PLACS, there exist three kinds of node management. They are basic
management, composed management and advanced management.

Akin to PlMan [6] and AppManager [7], basic management provides exper-
imenters individual operations to manually manage SNs and their experiments.
These operations include copying files to SNs, monitoring the copying progress,
deleting files from SNs, starting programs on SNs, stopping programs on SNs, and
collecting result files from SNs. In some cases, many SNs may be in the same des-
tination domain, and experimental files need to be distributed from another source
domain to them. If files are large, as well as large network latency between desti-
nation and source domains, the whole distribution may take a long time. For this
issue, as shown in Fig. 2, a specific AA will be selected by PLACS to transmit files.
It should be in the same network domain as the destination SNs. Firstly, files are
copied to such AA. Then, this AA distributes them to all SNs within the same net-
work domain. Because these SNs have a smaller network latency to this AA than
from source network domain, the time for the whole distribution can be decreased.
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Fig. 2. Transmission role of AA.

The basic management operations can be composed together to construct com-
posed operations. The main goal of such composition is to automatically carry out
experiments. For example, PLACS can automatically start programs on all SNs,
after completing the copying progress. Furthermore, we propose to maintain a
heartbeat communication between every SN and PLACS. Both can periodically
evaluate the connectivity between them and evaluated results can guide their future
behaviors. As shown in Fig. 3, if a certain SN can not connect to PLACS for some
while, the running program on this SN will stop itself. Meanwhile, this SN will
be announced as a un-connectable node by PLACS, and will be eliminated from
current SN swarm. This mechanism helps experimenters to indirectly avoid the
uncontrollable behaviors of running programs on disconnected SNs. Furthermore,
evey SN will periodically report the uploaded information to PLACS, with using
the heartbeat communication. When PLACS has found that the total uploaded size
on one node is close to 10 GB per day, it will remove this node from the SN swarm.
But, this node will have a higher priority to return to the SN swarm after one day.

We propose advanced management to intelligently coordinate the interactions
between PlanetLab nodes and practical experiments. As we know, SNs may be-
come unsuitable, due to unpredictable reasons, e. g., becoming un-connectable,
network latency increasing. PLACS can adaptively select other suitable nodes to
replace these unsuitable SNs, without any participations of experimenters. These
new SNs will be automatically initialized by PLACS, e. g., deploying experimental
files to them.
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Fig. 3. Heartbeat communication between PLACS and SN.

4. Implementation design

As previous mentioned in Section 3, the CC and AAs are two major compo-
nents in PLACS. We propose that the CC is made up of by one or more computers.
They can be deployed independently with PlanetLab. However, processing node
selections and managing SNs may increase the computer processing loads, as well
as the network utilization, and can not be carried out on the CC. In addition, it is
extremely complex to coordinate multiple different experiments on the CC. There-
fore, we propose the Terminal Client (TC) to perform these tasks. As its name
implies, TC can be used as client software to make different experiments involved
in PLACS. Before carrying out actual experiments, preparations for experiments
should be done independently from PLACS, i. e., programming, debugging and
designing experimental scenarios. Then, experimenters can input their specific pa-
rameters into TC as register information, e. g., constraints of desired nodes, required
SN number, and the location distribution of SNs.

As shown in Fig. 4, CC and AAs automatically evaluate characteristics of
recorded PlanetLab nodes, e. g., connectivity, resource utilization, network latency.
CC also maintains mapping relationships between SNs and specific AAs, accord-
ing to their network domains. In order to avoid node information from going stale,
these evaluations are periodically performed by CC, e. g., once per day. The feed-
back information will be updated into the data base of CC. When experimenters
start TC, the register information will be sent to CC. Meanwhile, CC passively
sends characteristic information of available nodes to TC. With the respect to the
geographic location of involved TC, the CC will send out the main network latency
of these nodes. According to the received information, TC performs node selection
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Fig. 4. Triangle communications among CC, TC, and nodes.

to pick out suitable SNs.
Then, the TC automatically distributes experimental files to all SNs. The cor-

responding distribution progress can be monitored by the TC, including AA trans-
missions. It will be exhibited to experimenters. After completing the whole distri-
bution, programs on all SNs can be started by the TC. Moreover, the TC provides
experimenters optional software interfaces. They can be integrated into experimen-
tal programs developed by experimenters. Using these interfaces, TCP heartbeat
communication between SNs and TC will be automatically established, when pro-
grams start running on SNs. Typically, the running program will automatically
stop itself when assigned tasks have been completed. Sometimes, the whole exper-
imental system needs to be terminated. For instance, after all programs have been
started, if a serious fault has been found that programs will run forever and never
terminate. In this case, experimenters do not need to manually terminate every
program on all SNs, in this case. They can just disconnect the TC from network.
Then, programs running on all SNs will automatically stop, due to that they can
not connect TC. This is also the reason why we adopt TC as the other object for
heartbeat communications.

5. Conclusion

In this paper, we describe several experimental issues that when using Planet-
Lab nodes. We also represent two major mechanisms of PLACS, node selection and
node management, as well as implementation designs. They help experimenters
to intelligently select suitable PlanetLab nodes and automatically manage them to
carry out experiments. Thus, experimenter can concentrate on their research and
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experimental setups. As future work, other details of PLACS will be considered,
i. e., selecting and managing AAs, reducing the network traffic of simultaneous
heartbeat communications on TC.
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Abstract: The thesis presents a nonlinear mathematical model of a computer network with the RED 

algorithm. The model equations were linearized around the set operating point and next block diagrams 

of the system presented. Using the methods for examining stability known from the literature, the robust 

stability of the system has been analysed with slight changes in its parameters. An example of stability 

examination prepared on the basis of the data for a real computer network has been shown. The results 

generalise the results known in the literature. 

Keywords: Computer networks, stability, robust stability. 

 

 

1. Introduction 

 
Active Queue Management (AQM) consists in early, preventive signalling the 

congestion (when a buffer is not full yet) to TCPs by IP routers, in order to avoid 

serious congestion in TCP. AQM routers serve a key role in producing better results 

in Internet applications. 

2. Dynamic Simplified model of TCP 

A dynamic simplified model of the TCP may be described with the use of 

stochastic non-linear differential equations [1], [2]. 
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where x’(t) denotes the time-derivative, 

W- average TCP window size (packets) 

q - average queue length (packets) 

R(t) - round trip time (sec) 

C – link capacity (packets/sec) 

TP - propagation delay (sec) 

N – load factor (number of  TCP sessions) 

p – probability of packet mark 

 

The equations mentioned above may be illustrated in the block diagram (see [1],[2] 

for details). 

 

 
Fig. 1 Block diagram of differential equations. 

 

 

3. Linearization of equations of mathematical model 

 
We apply approximation of the system dynamics by linearization of a nonlinear 

mathematical model around the set operating point. Let’s assume that a number of 

TCP sessions and the connection throughout are constant. Taking W and q as 

constants and p as input data, the set operating point (W0, q0, p0) is defined by  

W = 0 and q=0. Hence 
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In the linearization process we assume (t-R(t)) = (t-Ro). Thus after the 

linearization around the set operating point we achieve 
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show changes of parameters around the set operating point. 

 

Applying the Laplace transformation to differential equations we obtain a new 

block diagram 

 
Fig. 2 Block diagram after linearization. 

 

Transforming the block diagram in Fig. 3 and  introducing Δs: 
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the block diagram is simplified as follows: 

 

 
Fig. 3. Simplified block diagram. 

 

The interpretation of the hard time window is shown by a linearized equation 
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2
0

2
' Rtp

N

CR
tWtW    

where λ is a packet marking rate. The pace of change in the window size 
depends linearly on the window size itself and the packet marking 
probability.  
 

 

4. Control problem for AQM 

 
AQM determines packet marking probability p as a function of the queue length 

measured. The model dynamics is determined by operational transfer function P(s) 

(see Fig.4). 
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Fig. 4 Block diagram with AQM control law. 

 

Transfer function P(s) defines how the dynamic packet marking probability 

affects the queue length, while Δ(s) represents a high frequency of the window 

dynamics. We calculate transfer function P(s) 
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Transfer function C(s) represents AQM linear control law. 

Further simplification of the block diagram given in Fig. 5: 

 

 
Fig. 5 Simplified block diagram. 

 
A basic algorithm for Internet routers is RED algorithm. The algorithm 

calculates packet marking/dropping probability as a function of the queue length q 

described with the application of the AQM control law. The RED algorithm is 

composed of low pass filter K (to determine the average queue length) and a packet 

marking/dropping function with probability p shown in Fig. 6. 
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Fig. 6 Packet marking/dropping function with probability p. 

Transfer function of the RED algorithm has the following form: 

  REDL
Ks

K
sC


 , 
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RED
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a>0 is a parameter of the average queue length, and δ is time sample. Maxth and 

minth are threshold values responsible for packet dropping and average queue 

length in time t is calculated following the formula for moving average 

 

       twqtavgwtavg  11  

 

5.Examination of stability 

 

In order to determine stability conditions under which the system in Fig. 7 is 

stable,  the Hurwitz criterion or the Nyquist criterion should be applied. Below we 

are going to employ a method of uncertain parameters based on characteristic 

quasi-polynomials [3]. 

A family of quasi-polynomials will be designated with W(s,h,Q), i.e. 

 

    }:,,{,, QqqhswQhsW  , 

 

where Q is a set of parameter values 
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},...,2,1,],,[:{ lkqqqqqqQ kkkkk   , 

 

and q=[q1, q2,…, q1] is a vector of uncertain parameters of the dynamic system, while 

wo(s,h)=w(s,h,q0) designates a nominal (reference) quasi-polynomial. 

The examination of robust D-stability of the quasi-polynomial family using 

a method of uncertain parameters [3] consists in establishing limits of D-stability 

(i.e. of Qg set) in the space of uncertain parameters and checking if they cross or not 

Q set (the set of uncertain parameter values). As it is not easy to check 

a multidimensional space, for polynomials D-stability and Q set limits may be 

projected on the surface of two selected uncertain parameters. D region is a shifted 

open left half-plane whose edge has a parameter description. 

 

  , jf   ω=[0,∞), a  Qg={q є R
l
 : w(f(ω),h,q)=0, ω≥0}. 

 

If nominal quasi-polynomial w0(s,h) is D-stable, then a necessary and sufficient 

condition for robust D-stability of the quasi-polynomial family is not to cross Q set 

by Qg set. 

For s=f(ω) quasi-polynomial w(s,h,q) may be presented as follows: 

 

w(f(ω), h ,q)=U(ω,q) + jV(ω,q), 

where 

 

U(ω,q)=Rew(f(ω),h,q), V=( ω,q)=Imw(f(ω),h,q). 

If for some qεR
1 

quasi- polynomial w(s,h,q) has zeros at the edge of D region, 
it may be real zero s = -y (then vector q is at the limit of real zeros) or combined 
conjugated para zeros s = -y ± jω, for ω>0 (then vector q is at the limit of 
conjugated zeros). Then the relation is as follows: 

Qg = Qgr   Qgz, 

 

where: 

Qgr  ={q: w(-γ,h,q) = 0}  is a limit of real zeros, and  

Qgz={q:U(ω,q)=0 and V(ω,q)=0 for some ω>0} is a limit of combined zeros.  

It follows that quasi-polynomial family     }:,,{,, QqqhswQhsW   is robustly 

D-stable if and only if the planes described by the equation and the system of 

equations 

 

w(-γ,h,q) = 0 
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and differential equations 

 

U(ω,q)=0 and V(ω,q)=0, 

 

where ω ε (0, ∞) is a parameter, do not cross Q set. 
A process of determining D-stability limits may be simplified if quasi-

polynomial rates depend linearly on uncertain parameters. 
If quasi-polynomial rates w(s,h,q) depend linearly on uncertain parameters, then 

a quasi-polynomial may be presented as follows: 
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and equation w(-γ,h,q) = 0  described by the equation 
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6. Example 

 

Following a method of uncertain parameters we are going to examine robust 

D-stability of the automatic control system with delay with uncertain parameters 

and the block diagram shown in Fig. 6. Operational transmittance P(s) of the 

system is 
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Transfer function of the RED algorithm is 
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for transparency of calculations we assume LRED = L.                    

Transfer function of whole system K(s) is calculated as follows: 
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A characteristic quasi-polynomial of the system under consideration has the 

following form                                                                                                                                                                      
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It is possible to prove that a nominal quasi- polynomial 
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is D-stable corresponding to q values. 

A problem of robust D-stability we are going to examine on plane (q1, q2). 

A projection of Q set onto plane (q1, q2) is a rectangle.  
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The set is a set of deviation values of uncertain parameters from their 
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D region is a shifted open left half-plane whose edge has a parameter description. 
 

  , jf   ω=[0,∞) , gdzie γ=0.05. 

 

For s=f(ω) quasi-polynomial w(s,R0,q) may be presented as follows 

 

w(f(ω),R0,q)=U(ω,q)+jV(ω,q), 

 

where 

U(ω,q1,q2)=R0(ω)+q1R1(ω)+q2R2(ω)+q3R3(ω) 

 

V(ω,q1,q2)= I0(ω)+q1I1(ω)+q2I2(ω)+q3I3(ω). 

           

 We calculate a limit of complex zeros, i.e. we are solving the following 

equation                           

A(ω)qp(ω)=b(ω,q3), 
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For K=0.005, L=1.86·10
-4

, γ=0.05 and 0

3q 2.15, 55.33 q  and 13.03 q  

and for ω from ranges ω ε [0; 10], ωε[0.1; 10.1] ω ε [0.2;10.2]  we get a chart of 

three curves. When magnified we get diagram (Fig.7) for 55.33 q  (curve1), 

0

3q 2.15 (curve 2) and 13.03 q (curve 3). Curve 1 does not cross the 

rectangle 
      8.1;9.2,7243,49035:, 2121  qqqqqQ pp  

 

which means that the system is stable for value q3 = 3,55. 

 



86 

 

 
Fig. 7 Curve 1 does not cross Qp rectangle for value q3 = 3,55, where q1, q2 is a limit value for a set 

of uncertain parameters of a dynamic system. 

       
Now it is only to determine limits of real zeros. We solve the following equation: 
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0 
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 , k=0,1,...,l. 

We assume s = -y and for q3=2,15 we receive a linear equation 
 

q2 = 42.9444+0.0004185q1. 

For every  4.1;02.23 q a straight line is on plane (q1,q2) far from Qp 

rectangle.  
 

7. Summary 

 

Following the method above to calculate a limit of complex zeros and a limit 

of real zeros it is shown that rectangle 

 

      8.1;9.2,7243,49035:, 2121  qqqqqQ pp , 

will not cross curve 1 which appeared in stability limits indicated by q1(ω) and 

q2(ω). It means that the quasi-polynomial family is robustly D-stable for value q3 

from range  4.1;0  
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A method of uncertain parameters may be applied to examine robust D-stability 

of quasi-polynomial family whose rates depend linearly, multilinearly and 

polynomially on uncertain parameters. The method may be used only for a small 

number of parameters. 
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1. Introduction

Recent popularity of system based on service-oriented architecture (SOA)
paradigm has lead to growth of interest concerning quality of service level pro-
visioning in such systems. Efficient management of system resources can lead to
delay decrease, cost optimization and security level increase [6].

In this paper a model of serially connected atomic services is considered.
Atomic services are organized into layers where each atomic service in one layer
has equal functionality and differs in non-functional parameters values such as pro-
cessing speed, security level, cost of execution etc. Incoming requests should be
distributed in such way that user requirements concerning quality of service are sat-
isfied and are profitable for service provider. For testing purposes for such service
distribution algorithms a simulation environment has been developed.

The paper is organised as follows. In section 2 a serial-parallel complex service
model is presented. Problem of resource distribution for incoming service request
has been formulated in section 3. In section 4 a simulation environment proposed
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as a testbed for quality of service provisioning algorithms is described. Usage of
developed simulation software is presented by example in section 5. Section 6 is
dedicated for final remarks and future work outline.

2. Complex service model

It is assumed that new incoming i-th complex service request is characterized
by proper Service Level Agreement description denoted by SLA(i). The SLA(i)
is composed of two parts describing functional and nonfunctional requirements, re-
spectively SLAf (i) and SLAnf (i). The first part characterizes functionalities that
have to be performed, while the second contains values of parameters representing
various quality of service aspects. The SLAf (i) is a set of functionalities subsets:

SLAf (i) = {Γi1,Γi2, . . . ,Γij , . . . ,Γini} (1)

where:

• Γi1 ≺ Γi2 ≺ . . . ≺ Γij ≺ . . . ≺ Γini ordered subset of distinguished func-
tionalities subsets required by i-th complex service request; Γij ≺ Γij+1 (for
j = 1, 2, . . . , ni − 1) denotes that delivery of functionalities from the subset
Γij+1 cannot start before completing functionalities from the Γij subset.

• Γij = {ϕij1, ϕij2, . . . , ϕijmj} (for i = 1, 2, . . . , ni) is a subset of functional-
ities ϕijk (k = 1, 2, . . . ,mj) that may be delivered in parallel manner (within
Γij subset); the formerly mentioned feature of particular functionalities are
denoted by ϕijk ‖ ϕijl (ϕijk, ϕijl ∈ Γij for k, l = 1, 2, . . . ,m+j and k 6= l).

The proposed scheme covers all possible cases; ni = 1 means that all re-
quired functionalities may be delivered in parallel manner, while mj = 1 (for
j = 1, 2, . . . , ni) means that all required functionalities have to be delivered in
sequence.

It is also assumed that the ϕijk (j = 1, 2, . . . , ni and k = 1, 2, . . . ,mj) func-
tionalities are delivered by atomic services available at the computer system in
several versions.

The nonfunctional requirements may be decomposed in a similar manner, i.e.:

SLAnf(i) = {Hi1, Hi2, . . . ,Hij , . . . ,Hini} (2)

where Hij = {γij1, γij2, . . . , γijmj} is a subset of nonfunctional requirements re-
lated respectively to the Γij = {ϕij1, ϕij2, . . . , ϕijmj} subset of functionalities.
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According to the above assumption the SLAf (i) of the i-th complex service
request may be translated into ordered subsets of atomic services:

SLAf (i) = {Γi1,Γi2, . . . ,Γij , . . . ,Γini} ⇒ {ASi1, ASi2, . . . , ASij , . . . , ASini},
(3)

where {ASi1, ASi2, . . . , ASij , . . . ASini} is a sequence of atomic services subsets
satisfying an order (ASi1 ≺ ASi2 ≺ . . . ≺ ASij ≺ . . . ≺ ASini) predefined
by order in the functionalities subsets. The order in sequence of atomic services
is interpreted as the order in functionalities subsets: ASij ≺ ASi,j+1 (for j =
1, 2, . . . , ni − 1) states that atomic services from subsets ASi,j+1 cannot be started
before all services from the ASij subset are completed.

Each subset of atomic servicesASij (for j = 1, 2, . . . , ni) contains aijk atomic
services (for k = 1, 2, . . . ,mj) available at the computer system in several ver-
sions aijkl (l = 1, 2, . . . ,mk). Moreover, it is assumed that any version aijkl

(l = 1, 2, . . . ,mk) of the particular aijk atomic services (for k = 1, 2, . . . ,mj)
assures the same required functionality ϕijk and satisfies nonfunctional require-
ments at various levels.

The above assumption means that – if fun(aijkl) and nfun(aijkl) denote, re-
spectively, functionality and level of nonfunctional requirements satisfaction deliv-
ered by l-th version of k-th atomic service (aijkl ∈ ASij) – the following conditions
are satisfied:

• fun(aijkl) = ϕijk for l = 1, 2, . . . ,mk,

• nfun(aijkl) 6= nfun(aijkr) for l, r = 1, 2, . . . ,mk and l 6= r.

The ordered functionalities subsets SLAf (i) determines possible level of par-
allelism at the i-th requested complex service performance (in the particular envi-
ronment). The parallelism level lp(i) for i-th requested complex service is uniquely
defined by the maximal number of atomic services that may be performed in paral-
lel manner at distinguished subsets of functionalities (SLAf (i)), i.e.,

lp(i) = max{m1,m2, . . . ,mj , . . . ,mni}. (4)

The possible level of parallelism may be utilized or not in processing of the
i-th requested complex service. Based on the above notations and definitions two
extreme compositions exist. The first one utilizes possible parallelism (available
due to computation resources parallelism), while the second extreme composition
means that the requested functionalities are delivered one-by-one (no computation
and communication resources parallelism).

The above presented discussion may be summarized as follows. The known
functional requirements SLAf (i) may be presented as a sequence of subsets of
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functionalities, where the size of the mentioned latter subsets depends on possible
level of parallelism. The available level of parallelism defines a set of possible
performance scenarios according to which the requested complex service may be
delivered. The space of possible solutions is limited – from one side – by the
highest possible level parallelism and – from the another side – by natural scenario,
where all requested atomic services are performed in sequence.

The mentioned above extreme compositions determines some set of possible
i-th requested complex service delivery scenarios. The possible scenario can be
represented by a set of graphs G(i) – nodes of graph represent particular atomic
services assuring i-th requested complex service functionalities, while graph edges
represent an order according to which atomic services functionalities have to be
delivered.

The set of all possible graphs G(i)
(
G(i) = {Gi1, Gi2, . . . , Gis}

)
assures

the requested functionality, but offers various level of nonfunctional requirement
satisfaction. The latter may be obtained (and optimized) assuming that at least one
node of the particular graph contains at least two versions of the requested atomic
service.

3. Problem formulation

In general, the optimization task of maximizing delivered quality may be formu-
lated as follows:

For given:

• Subsets of atomic services aijkl ∈ aijk ∈ ASij

• Set of all possible graphs G(i) for i-th requested complex service

• Subsets of nonfunctional requirements Hij

• Processing scheme given by order ASi1 ≺ ASi2 ≺ . . . ≺ ASij ≺ . . . ≺
ASini

Find: such subset of atomic services versions aijkl that executed with respect to
processing scheme maximizes quality of service SLA∗nf (i).

SLA∗nf (i)← max
Gi1,Gi2,...,Gis

{
max

aijkl∈aijk∈ASij

{Hi1, Hi2, . . . ,Hini}
}
. (5)

The latter task may be reduced where the particular i-th requested complex
service composition (i.e., an graph equivalent to particular i-th requested complex
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service processing scheme) is assumed. In such a case the optimization task can be
formulated as:

SLA∗nf (i, Gi)← max
aijkl∈aijk∈ASij

{Hi1, Hi2, . . . ,Hini}. (6)

The above formulated task means that the optimal versions of atomic services,
determined by the selected i-th requested complex service performance scenario,
should be selected.

4. Simulation environment

Testing new methods and approaches for improving system quality on real sys-
tem is time-consuming and can be difficult, expensive and cause damage to system
[1]. Therefore there is a need to develop a testbed for testing such mechanisms.
There are several simulation environments dedicated for communication networks
and in this work OMNeT++ was used. OMNeT++ is an open source, component-
based, modular and open-architecture simulation framework written in C++ with
good documentation and on-line support. As an IDE (Integrated Development En-
vironment) Eclipse CDT is used, so OMNeT++ can be launched at the most popular
operation systems – Linux, Mac OS X and Windows.

Developed environment contains four distinguishable modules: generator
module, request distribution unit (RDU), set of layers with atomic services and
a sink module where global statistics are collected and requests are removed from
system. Generator module is a complex module and consists of sub-generators
each generating requests from different classes. Each class of requests is character-
ized with parameters describing e.g. service method (based on Integrated services
(IntServ) model, Differentiated services (DiffServ) model or best effort [5]), re-
quest data size, requests interarrival time, non-functional requirements and others.
The last developed component was an adapter which allows to connect simulation
environment to a real network [4]. Generated requests are sent to request distri-
bution unit which is responsible for choosing an execution path in system. There
is also implemented a request flow shaping mechanism like token bucket and ad-
mission control algorithm. Structure of considered system is presented on figure
1.

Assignment of resources is performed to a system which structure is composed
by an outer mechanism of composition [2]. One can consider a situation when some
atomic services subsets ASij are executed in parallel or in loop, so different layers
can be interpreted as presented on figure 2.

Each atomic service version aijkl is modelled as a single-queue single pro-
cessor node but in general it can be multi-queue single processor. Distinction of
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Fig. 1: Structure of considered system with distinguished modules: generator module (Gen.), request distribution
unit (RDU), atomic services structure and sink module.
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Fig. 2. Exemplary interpretation of atomic services structure: a) parallel, b) single loop

more than one queue can differentiate requests e.g. coming from different classes
or being serviced in different way. Noteworthy is also a fact that communication
channels can be modelled in flexible way, user can tune such parameters as transfer
delay, channel capacity or packet loss ratio.

Last module of presented environment is responsible for removing serviced
request from the system and collecting data about the progress of service. Collected
data is useful for determination of quality of service level. Configuration of data
being collected is easy and one is able to collect additional data if needed.

Simulation environment was designed as a testbed for system resource alloca-
tion algorithms (choosing best subset of atomic service versions) so possibility of
algorithm replacement without changing simulator structure is a strong advantage.
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5. Simulation environment usage example

In order to evaluate the quality of service delivered by the considered service-
oriented system there were following algorithms of service requests distribution im-
plemented: IS Greedy, BE Greedy, BE DAG-SP, BE random and BE round-robin.
Prefix BE in algorithms names means that algorithm deliver quality of service based
on best effort approach (without any warranty) and IS algorithm was based on inte-
grated services model. IS algorithm uses reservation mechanism of computational
and communication resources so the quality of service can be guaranteed. Repos-
itory of reference algorithms based on Best-effort approach includes: BE Greedy
which checks every possibility to choose atomic services versions subset to op-
timize quality; BE DAG-SP (directed acyclic graph – shortest path) which finds
shortest path in weighted graph taking into consideration communication delays
between atomic services; BE random and BE round-robin which chooses respec-
tively random and sequential atomic service versions.

To present potential of described tool a comparison of reference algorithms
was performed. One can formulate problem as follows: for given current atomic
services queue lengths, processing speeds, communication channel delay and re-
quest size, find such subset of atomic services that minimizes complex service ex-
ecution delay.

To examine presented algorithm efficiency the simulation environment was
configured as follows. There were three subsets of atomic services each delivering
same functionality ni = 3 and each containing three versions of atomic services
∀aijkl, j = 1, 2, 3: k = 1, l = 3. Communication delay of traffic channels was
proportional to the request size which was random with exponential distribution
with mean 200 bytes. Atomic services processing speed was also random value
with uniform distribution from range 3 to 10 kbytes/s. Average complex service
execution delays for each considered algorithm are presented on figure 3.

The IS algorithm delivered lowest delay because of resource reservation and
higher service priority of requests coming from that class than from best-effort one.
During resource reservation period no best-effort service request can be serviced
except of situation, when request with resource availability guarantee will leave
atomic service earlier than end of reservation period. The best from best-effort al-
gorithms group was greedy version of that algorithm. In situation when requests
serviced by IS algorithms do not share resources with those being serviced by BE
algorithm both delivers the same delay [3]. Delay delivered by BE DAG-SP algo-
rithm was a little higher and quality for BE round-robin and BE random was much
worse than other reference algorithms.
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Fig. 3: Results of exemplary simulation run. Comparison of complex service execution delay under control
of various algorithms. Requests served with IS algorithm were present in system simultaneously with requests
serviced by reference BE algorithms.

6. Final remarks

In this paper model of complex service processing scheme was presented.
Distinction of functional and nonfunctional requirements of SLA request was in-
troduced and problem of delivering quality of service was formulated. For the
evaluation of performance of the presented system a simulation environment in
OMNeT++ was implemented. The simulation environment enables to implement
various algorithms of request distribution in the presented system. Moreover the
environment allows to use any source of request stream; presented generator can
be substituted by component translating real web service server logs or even use
stream of requests from real network.

Future plans for development of simulation environment include implementa-
tion of new requests distribution algorithms to enlarge algorithms repository and
reorganize structure of modelled system to general graph structure with more pos-
sible inputs and outputs of a simulated system.
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Abstract: Handling of delay-sensitive traffic in IP networks requires strict control of QoS in
DiffServ networks. The models allowing to determine fundamental limitations of traffic aggregation
and aggregate-base scheduling have been studied. Application of these models to DiffServ networks,
where aggregate-based servicing is a fundamental paradigm, was the base of defining EF PHB. In this
paper we prove that hop-by-hop shaping of EF PHB traffic aggregates with a leaky bucket algorithm
in a general DiffServ architecture with Guaranteed Rate FIFO scheduling decreases the deterministic
edge-to-edge delay bounds if for each link in the network a service rate of an EF traffic aggregate is
lower than a throughput of a link. Applying leaky bucket shaping for DiffServ aggregates helps to
avoid excessive packet accumulation in nodes and leverages decreasing of delay bounds in case of
using such scheduling algorithms as e.g. WFQ, SCFQ, end VC.

Keywords: aggregate-based scheduling, DiffServ, EF PHB, leaky bucket, shaping, delay
bounds.

1. Introduction

Most of the investigations in the area of Next Generation (NG) networks con-
sider Internet Protocol (IP) as the ultimate mean for integrating access networks of
different technologies with core networks and as a convergence protocol for ver-
satile applications. Packet-based transport is the preferred solution due to the ex-
pected benefits in terms of deployment, management and maintenance costs. How-
ever, the departure from a circuit-switched operation towards a packet-based one
brings advantages, but also poses substantial difficulties. The Quality of Service
(QoS) architecture in IP networks is required to provide the resource reservation
guarantees that allow the differentiation and prioritisation of flows, and deployment
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of advanced audio and video multimedia services. So far two QoS architectures
have been standardised within an Internet Engineering Task Force (IETF) organisa-
tion [1]: Integrated Services (IntServ) [2] with a per micro-flow Quality of Service
(QoS) guarantees, and Differentiated Services (DiffServ) [3] with aggregate-based
QoS mechanisms.

The most crucial problem of QoS provisioning is the efficient support for
delay-sensitive applications, with voice communication prevailing, which is a dom-
inant factor for the overall success of the packet-based services. Managing a pure
IP system based on DiffServ involves a problem of how to support per-domain ser-
vices for transport of flow aggregates with a given QoS, especially for a Guaranteed
Rate service [4]. Per-domain services support data exchange by mixing traffic of
different users and applications in traffic aggregates. Therefore, different aggre-
gates are required to support delay-sensitive traffic and delay-tolerant traffic. Here,
it can be necessary to support strict edge-to-edge QoS guarantees using aggregate
scheduling, like in a Guaranteed Rate (GR) service [4].

The research on supporting multimedia services in DiffServ networks led to
define an Expedited Forwarding Per Hop Behaviour (EF PHB) [5] mechanism for
servicing real-time applications. Delay bounds for network services based on EF
PHB have been derived. In the paper we propose to use hop-by-hop aggregate-
based shaping to decrease delay bounds for network services based on EF PHB. Our
findings are fundamental to understand how aggregate-based shaping can influence
performance of DiffServ networks. In the paper we present a theorem which is
valid for such scheduling algorithms like Weighted Fair Queuing (WFQ), Self-
Clocked Fair Queuing (SCFQ), and Virtual Clock (VC) used in networks with FIFO
aggregate-base aggregation.

In the next section the state-of-the art and main objectives of the paper are
presented. In section 3 a theorem which defines a delay bound for DiffServ network
with hop-by-hop EF PHB aggregate leaky bucket shaping is presented . In section
4 the author’s delay bound derived in section 3 is compared with the delay bound
for a classical DiffServ network. Section 5 concludes the paper. In Appendix A the
theorem is derived and proved.

2. Delay bounds in networks with Guaranteed Rate aggregate-based
scheduling

Strict deterministic control of the end-to-end delay for delay-sensitive appli-
cations can be based on mathematical formulation of delay bounds for aggregate-
based scheduling proposed by Charny and Le Boudec [5, 6, 8] and Jiang [7]. The
referred delay bounds are the base of EF PHB definition in a DiffServ architecture.



101

Several research proposals aim to obtain better delay bounds for DiffServ net-
works than the referred above. Is is however done at the expense of more elaborate
schedulers while preserving aggregate scheduling. They are mainly based on in-
formation carried in a packet and used by a scheduling algorithm in core routers.
Examples include a concept of "dampers" [9, 10] and a Static Earliest Time First
(SETF) scheduling algorithm [11, 12].

The main objective of this paper is to prove that the application of aggregate-
based shaping in a general network architecture with FIFO Guaranteed Rate (GR)
[13] aggregate scheduling decreases the deterministic end-to-end delay bound for
EF PHB based services in DiffServ networks. The statement is true when a ser-
vice rate of EF PHB aggregate is lower than throughput of a link what holds for
such scheduling algorithms as e.g. WFQ, SCFQ, and VC. Applying a leaky bucket
shaping for flows aggregates in each node of the DiffServ domain avoids excessive
jitter accumulation in the network. For the derivation of delay bounds in a multi-
hop scenario the theory that was originally developed for per-flow scheduling has
been adopted for aggregate scheduling.

GR scheduling was defined for per-flow scheduling algorithms but it can be
simply extended for class-based aggregate scheduling algorithms when an aggre-
gate of the same class flows in a link is treated as a single flow. In the proposed
model GR type scheduler provides the same delay guarantee for the aggregate of
flows as provided by the per-flow GR scheduler. An aggregate GR scheduling has
been defined in [7].

3. Delay bounds for the network with hop-by-hop EF PHB aggregate leaky
bucket shaping

In this section delay bounds within the boundaries of a DiffServ network with
hop-by-hop EF PHB aggregate leaky bucket shaping are considered. First a model
of network architecture is presented. Based on this model we formulate a theo-
rem which describes the end-to-end delay bound for EF PHB based services in a
DiffServ network where hop-by-hop EF PHB aggregate leaky bucket shaping is
applied.

For the purpose of investigation of the proposed solution it has been assumed a
general network topology with all nodes being output-buffered devices implement-
ing First-In-First-Out (FIFO) class-based aggregate scheduling of GR type [13].
The considered network model follows closely the model used in [6] and [7] for
comparison purposes. Traffic enters the network at ingress edge nodes and exits it
at egress edge nodes. Is is assumed that in the network there is at least one class of
edge-to-edge flows served by a GR type scheduler. A flow is a collection of pack-
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ets with the common ingress and egress node pair. Packets belonging to one class
are buffered in a single queue, which is separate from the queues supporting other
classes. Our attention and definitions are focused on one of the classes served by
a GR type scheduler, further referred to as a priority class, while other classes are
treated as classes of background traffic. All flows belonging to the priority class
are referred to as priority flows. All priority flows at a singe link are referred as a
priority aggregate. It is assumed that every edge-to-edge priority flow i is shaped
at the ingress node to conform to a leaky bucket shaping algorithm with rate ri and
bucket depth bi. Flow i can consist of a number of other flows, however no as-
sumption is made on their characteristics. Let N denote a set of all network nodes
n, L denote the set of all links l in the network, and Ol denote a set of all priority
flows belonging to priority aggregate at link l. Finally, we assume that a maximum
packet size in our network is bounded by M .

The network model defined above corresponds to EF PHB/PDB of DiffServ
architecture. In [8, 7] it is proved that the definition of packet scale rate guarantee
for EF PHB is stronger than the definition of GR, therefore the delay bounds derived
for GR servers apply also to the EF PHB defined in RFC 3246 [5].

Let us assume that for all links l ∈ L total priority traffic meets the following
inequality

∑
i∈Ol

ri < αRl, where Rl is a service rate of priority class at link
l, and α is a coefficient such that 0 ≤ α ≤ 1. In addition, it is required that
the sum of the leaky bucket depths σi for the flows traversing any link l ∈ Ol is
bounded by

∑
i∈Oi

bi < βRl. If in the considered network a leaky bucket shaping
algorithm for the priority aggregate is deployed in each link l ∈ L with parameters
(ρl = ηCl, σl = εCl), then the following theorem is true:

Theorem 1 If at each link l ∈ L

ρl ≥ Rl (1)

or

αRl ≤ ρl < Rl (2)

and

σlRl
Rl − ρl

>
Rl ((H − 1)Tlα+ β) ρn + (α(H − 1) (ul + ρn − ulρn)− 1)σn

((H − 1)ulα− 1) (ρn −Rlα)
(3)

and common conditions are true:

σn <
Rl ((H − 1)Tlα+ β) (Pn − ρn) +Mn (ρn + α ((H − 2)Rl − ρn(H − 1)))

(H − 2)Rlα+ Pn(1− α(H − 1))
(4)
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and

α < min
l∈L

{
Pn

(Pn −Rl) (H − 1) +Rl
,

ρn
(ρn −Rl) (H − 1) +Rl

}
(5)

then the bound on the edge-to-edge queuing delay D for priority flows is:

D ≤ H

1− vα(H − 1)
(E′ + vβ) (6)

where:

E′ = max
l

{
σn (1− vl)

Rl
+ Tl

}
, (7)

v = max
l∈L

{
vl =

(ρn −Rl)+

ρn − αRl

}
, (8)

Tl =
Ml

Rl
+ El. (9)

Variable H defines maximum number of hops over a network. Pn is a peak rate
from all incoming interfaces in the node n. For a router with large internal speed it
can be calculated as Pn =

∑kn
l=1Cl where Cl is throughput of an incoming link l

to the node n, kn is a number of incoming links to the node n. When one cannot
estimate the peak rate, it can be assumed that Pn = ∞. Mn =

∑kn
l=1Ml and Ml

is a maximum packet size on link l. As in the considered model a packet size is
bounded by M , then Mn = knM . Operator (· )+ is defined such that: (a)+ = 0
for all a < 0 and a for a ≥ 0. σn =

∑kn
l=1 σl and ρn =

∑kn
l=1 ρl. El is a constant,

which depends on scheduling algorithm used in the link l, e.g. for strict priority
scheduling and for the highest priority queue El = Ml

Cl
, where Cl is a speed of a

link l, for a WFQ schedulerEl = Ml
RWFQ

, whereRWFQ is a service rate guaranteed
for the priority class.

The proof of Theorem 1 is presented in Appendix A. To derive delay bounds
Network Calculus [14, 9] theory is used.

In the next section we prove that the delay bound defined in Theorem 1 is lower
than the delay bound in classical DiffServ network when Rl < ρl < Cl. The delay
bound for the classical DiffServ network is bounded by [7]:

D ≤ H

1− (H − 1)αu
(E + uβ) (10)
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where u = maxl∈L
{
ul = (Pn−Rl)

+

Pn−αRl

}
, and E = maxl∈L

{
(1−ul)Mn

Rl
+ M

Rl
+ El

}
.

The delay bound defined by inequality (10) is valid provided that resource utilisa-
tion factor α for all links in a DiffServ domain is controlled and does not exceed
the pre-calculated value [5, 6, 7]:

α < min
l∈L

{
Pn

(Pn −Rl)(H − 1) +Rl

}
(11)

Remaining variables used in inequalities (10) and (11) are the same as in the our
model.

In the next section the comparison between delay bounds defined in the au-
thor’s Theorem 1 and in inequality (10) by Jiang is presented.

4. Comparing delay bounds

In this section a comparison of the delay bound defined in the author’s Theo-
rem 1 with the delay bound defined in inequality (10) by Jiang is provided. When
comparing inequalities (10) with (6) it is easy to notice that they differ only in two
parameters: in the inequality (10) there are E and u parameters which are equiv-
alent to E′ and v parameters in inequality (6). Likewise variables E and E′ are
similar to each other (the difference is in variables u and Mn which correspond
to variables v and σn). Both equations defining variables E and E′ are increasing
functions against variables u and v. The similar property stays with variables u and
v which differ only in one parameter – Pn versus ρn. It means that if we assume
that Ml = σl then the values of variables Pn and ρn decide which inequality would
have the greater value, inequality (10) or inequality (6). So, if we want to have the
lower delay bound within boundaries of a DiffServ network with the leaky bucket
aggregate shaping than within boundaries of the corresponding classical DiffServ
network, the inequality ρn < Pn has to be true. Based on definition of variables ρn
and Pn inequality ρn < Pn is equivalent to ρl < Cl. Taking into account inequal-
ity (1), to lower the delay bound in DiffServ network with aggregate leaky bucket
shaping, the following inequality has to be true at each link l ∈ L:

Rl < ρl < Cl (12)

The inequality (12) means that for each l ∈ L service rate Rl of priority aggregate
has to be lower than link throughput Cl. This is true e.g. for such GR scheduling
algorithms like WFQ, SCFQ and VC. The gain from using aggregate leaky bucket
shaping increases when value of ρl decreases.

In Tab. 1 example network parameters are presented. This parameters are used
to visualise the comparison between inequality (10) and inequality (6) in Fig. 1,
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Parameter Rl [b/s] Cl [b/s] M [B] Pn [b/s] Mn [B] H

Value 5 · 105 109 1500 6 · 109 9000 8
Parameter El [s] Tl ε [s] η α β [s]
Value 12 · 10−6 36 · 10−6 12 · 10−6 0.505 0.149 24 · 10−4

Table 1. Example network parameters

Fig. 2, and Fig. 3. Figure 1 presents comparison of edge-to-edge delay bounds
between inequality (10) and inequality (6) in function of α. In this figure the delay
bound for the network with aggregate leaky bucket shaping is lower than in the
corresponding classical DiffServ network, for all α values, and the difference is
from 6.5% for α = 0.01 to 90% for α = 0.149.
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Fig. 1: Comparison of the edge-to-edge delay bounds for the EF aggregate flows as a function of α; left figure –
absolute values, right figure – variance in %

Fig. 2 presents comparison of edge-to-edge delay bounds between inequal-
ity (10) and inequality (6) in function of H . In this figure the delay bound for the
network with aggregate leaky bucket shaping is also lower than in the correspond-
ing classical DiffServ network, for all H values, and the difference is about from
7% for H = 2 to 70% for H = 8.

Fig. 3 presents comparison of edge-to-edge delay bounds between in-
equality (10) and inequality (6) in function of H , but in case of this figure
for each H value also α value is changing, according to function α(H) =
0.99 Pn

(Pn−Rl)(H−1)+Rl
. In this case the difference between the delay bound for the

network with aggregate leaky bucket shaping is also lower than in the correspond-
ing classical DiffServ network, but the difference is hight for all H values and is
more than 80% with one exception, for H = 2 the difference is about 20%.
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Fig. 2: Comparison of the edge-to-edge delay bounds for the EF aggregate flows as a function of maximum
number of hops H; left figure – absolute values, right figure – variance in %
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5. Conclusions

In the paper application of aggregate leaky bucket shaping to decrease delay
bounds for DiffServ network services based on EF PHB is proposed. It is shown
that the application of hop-by-hop aggregate-based shaping to a general network
architecture with FIFO GR aggregate scheduling enables decreasing the determin-
istic end-to-end delay bound in DiffServ networks. This is true in the case when
a service rate of EF PHB aggregates in links is lower than throughput of links in
the whole network. The above constraint is true for such scheduling algorithms
like WFQ, SCFQ, and VC. Numerical comparison of the delay bounds for the ex-
ample network shows that aggregate leaky bucket shaping can decrease the delay
bound more than 80%. The decreasing of delay bound is in the expense of leaky
bucket shaping implementation for an EF PHB aggregate in each node, what has
no influence on scalability of network, but only little increases computation load
in network nodes. Further research of presented approach will be concerned with
more sound investigation of special cases.
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A Appendix - Proof of Theorem 1

The proof is based on reasoning presented in [6, 13], and consists of showing
in Part 1, that if a finite bound exists, then the main formula in Theorem 1 is true,
and then in Part 2, that the finite bound does exist.
Part 1: In the first part of the proof we use Network Calculus (NC) [14, 9] theory to
derive the worst case of delay bound within the boundaries of a network. The NC
theory is a mathematical tool for networks bounds calculation. First we derive
the formula describing the arrival curve A(t) of incoming flows to a node and
the service curve S(t) of a node. Then the delay bound is determined based on
horizontal deviation h(A,S) [14] between the arrival and service curves.
Determining arrival and service curves
We assume that for any link the delay bound dl exists. Let ai(t) be an arrival curve
[14] for a single priority flow i at the network ingress. Because each flow i is
shaped by a leaky bucket algorithm with parameters (ri, bi), then the arrival curve
is defined as ai(t) = rit + bi. An arrival curve A′(t) for a priority aggregate at an
output of edge link l in our network model can be expressed as

A′(t) = min

∑
i∈Ol

rit+ bi, Clt+Ml, ρlt+ σl

 . (13)

The first argument of operator min(· ) in formula (13) represents the aggregation
of priority flows. The second argument is because the total incoming rate is limited
by link throughput Cl with accuracy Ml. The last argument of operator min(· ) is
because aggregate leaky bucket shaping with parameters (ρl, σl) at link l. Taking
into account assumptions to Theorem 1 αRl <

∑
i∈Ol

ri and
∑

i∈Oi
bi < βRl, the

equation (13) can be rewritten as:

A′(t) = min {αRlt+ βRl, Clt+Ml, ρlt+ σl} . (14)

Lets assume that the worst case delay dl happens in link l in the network. Then
arrival curve A(t) at link l is as follows:

A(t) = min {αRl(t+ (H − 1)dl) + βRl, Pnt+Mn, ρnt+ σn} . (15)
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Where the component (H−1)dl in the first argument ofmin(· ) is because any flow
reaching link l experienced delay (H − 1)dl. Pn =

∑kn
l=1Cl, Mn =

∑kn
l=1Ml,

σn =
∑kn

l=1 σl and ρn =
∑kn

l=1 ρl. In our network aggregates at each link are
serviced by two servers: a GR type scheduler and a leaky bucket shaper. The
service curve of a GR server at link l, based on Theorem 2 in [14], is

SGR(t) = Rl (t− Tl)+ , (16)

where Tl is defined by equation (9). A service curve of a leaky bucket algorithm,
which is applied to shape the priority aggregate, at each link l ∈ L of our network
has the following service curve [14]:

SLB(t) = Rl

{
0 for t ≤ 0
ρlt+ σl for t > 0

, (17)

Because both servers work in sequence then the resulting service curve S(t) at link
l can be obtained as min-plus convolution of SGR(t) and SLB(t) service curves
[14, 9]:

S(t) = (SGR ⊗ SLB). (18)

After some algebraic calculations S(t) becomes:

S(t) = U(tTl
)min {ρl(t− Tl) + σl, Rl(t− Tl)} , (19)

where U(ta) =
{

0 for t ≤ a
1 for t > a

.

Calculating delay bound
The delay bound dl in node l is derived by calculating of horizontal deviation h(· ),
defined by the equation (7) in [14], between the arrival curve A(t) - equation (15)
– and the service curve S(t) defined by the equation (19):

dl ≤ h (A(t), S(t)) = (supt≥0[inf{such that A(t) ≤ S(t+ d)}) . (20)

The solution for the inequality (20) expresses the worst case delay
dl at link l on our network. Theorem 1 is a special case solution
of (20), where horizontal deviation is measured between curves A(t) =
min {αRl(t+ (H − 1)dl) + βRl, ρnt+ σn} and S(t) = Rl(t − Tl)+ - Figure
4:

dl ≤ h
(
min {αRl(t+ (H − 1)dl) + βRl, ρnt+ σn} , Rl(t− Tl)+

)
. (21)

To solve inequality between (20) and (21), the following conditions have to be
met:
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Fig. 4. Arrival curve A(t) and service curve S(t) for Theorem 1

1. The inclination of curve αRl(t+ (H − 1)dl) + βRl has to be lower than the
inclination of curves ρnt + σn and Pnt + Mn. This is true because based
on equations (1) and (2) of Theorem 1 we know that ρn > ρl ≥ αRl and
because according to our network model Pn > αRl.

2. The value of abscissa t1 at the intersection point between curves αRl(t +
(H − 1)dl) + βRl and Pnt+Mn has to be lower than the value of abscissa
t2 at the intersection point between curves αRl(t + (H − 1)dl) + βRl and
ρnt+ σn. This corresponds to condition (4) of Theorem (1).

3. The value of ordinate y1 at the intersection point between curves αRl(t +
(H − 1)dl) + βRl and ρnt + σn has to be lower than the value of ordinate
y2 at the intersection point between curves αRl(t + (H − 1)dl) + βRl and
Pnt+Mn. This it corresponds to condition (3) of Theorem 1.

Based on condition 2, the author derives equation (4) of Theorem 1. The values
of abscissas t1 and t2 are: t1 = αRl(H−1)dl+βRl−Ml

Pn−αRl
, t2 = αRl(H−1)dl+βRl−σn

ρl−αRl
.

According to condition 2 the following inequality has to be met:

t2 − t1 =
αRl(H − 1)dl + βRl − σn

ρl − αRl
− αRl(H − 1)dl + βRl −Ml

Pn − αRl
≥ 0. (22)

Because at each link l, ρl ≥ αRl the solution of inequality (22) is as follows:

σn ≤
αRl((Pn − ρn)(H − 1)dl + β) +Mn(ρn − αRl

Pn − αRl
, (23)

where dl is the solution of equation (21). The final form of inequality (23) will be
presented later.

Based on condition 3, the author derives equation (3) of Theorem 1. The
values of ordinates y1 and y2 are: y1 = S( σl

Rl−ρl
+ Tl) = σlRl

Rl−ρl
, y2 =
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A(αRl(H−1)dl+βRl−σn

ρn−αRl
) = ρn(αRl(H−1)dl+βRl)−σnαRl

ρn−αRl
. According to condition 3,

the following inequality has to be met:

σlRl
Rl − ρl

≥ ρn(αRl(H − 1)dl + βRl)− σnαRl
ρn − αRl

. (24)

Lets rewrite the equation (21) to the form that equation (8) from [15] can be used
directly to derive the delay bound:

dl ≤ d′ = h
(
min {αRlt+ (αRl(H − 1)dl) + βRl), ρnt+ σn} , Rl(t− Tl)+

)
.

(25)
Based on equation (8) from [15]:

dl ≤
σn + (αRl(H−1)dl)+βRl−σn)(ρn−Rl)

ρn−αRl

Rl
+ Tl. (26)

Moving dl on the left side of inequality (26) and defining vl = (ρn−Rl)
+

ρn−αRl
we have:

dl(1− α(H − 1)vl) ≤
σn − vlσn + βRlvl

Rl
+ Tl. (27)

The expression on the left side of the inequality must be greater than 0 for inequal-
ity (27) to make sense. Solving inequality (1−α(H−1)vl) > 0 the author derives
condition on α:

α ≤ 1
(H − 1)vl

. (28)

After some algebraic manipulations of equation (27) we have:

dl ≤
σn − vlσn + βRlvl +RlTl

(1− α(H − 1)vl)Rl
. (29)

The worst case edge-to-edge delay in our network is:

D ≤ Hmaxl {dl} . (30)

Designating v = maxl {vl} and E′ = maxl

{
(1−vl)σn

Rl
+ Ml

Rl
+ El

}
, and after

some algebraic calculations inequality (30) becomes:

D ≤ H

1− (H − 1)αv
(E′ + vβ). (31)

Inequality 31 is compliant with equation (6), of Theorem 1. Applying equation (29)
to equations (23) and (24) the author obtains the following conditions on network
parameters:

σlRl
Rl − ρl

>
Rl ((H − 1)Tlα+ β) ρn + (α(H − 1) (ul + ρn − ulρn)− 1)σn

((H − 1)ulα− 1) (ρn −Rlα)
(32)
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and

σn <
Rl ((H − 1)Tlα+ β) (Pn − ρn) +Mn (ρn + α ((H − 2)Rl − ρn(H − 1)))

(H − 2)Rlα+ Pn(1− α(H − 1))
.

(33)
The inequalities (32) and (33) are compliant with conditions (3) and (4) of Theorem
1. Because inequality (32) is a Möbius transformation function of α (for values of
network parameters that can be assigned in real networks), it has an asymptote
crossing an abscissa axis at point Pn

(Pn−Rl)(H−1)+Rl
and the value of parameter α

has to be lower than the value of this point. Taking into account equation (28) and
the above properties of α the final form of constrain on α is as follows:

α < min
l∈L

{
Pn

(Pn −Rl) (H − 1) +Rl
,

ρn
(ρn −Rl) (H − 1) +Rl

}
(34)

This inequality is compliant with condition (5) in Theorem 1. This finishes the
proof of Theorem 1, where the author has proved that if the constraints to The-
orem 1 are true, then the maximum delay between the edges of our network is
bounded by (31).
Part 2: Here we give a proof that the finite bound does exist. This proof is similar
to one in [6, 7] and uses time-stopping method [13]. For any time t consider a
virtual system made of our network. All sources in the virtual system are stopped
at time t. The virtual system satisfies the assumptions of Part 1, since the amount
of traffic at the output is finite. Suppose dl is the worse case delay across the all
nodes for the virtual system indexed by t. From Part 1 we have dl < d′ for all t.
Letting t→∞ shows that worse case delay remains bounded by d′.
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study of multi-server computer systems with two distinct priority classes (high and low priority traffics), 

partial buffer sharing scheme with thresholds and with blocking. Adaptive buffer allocation algorithm 

(scheme) is designed to allow the input traffic to be portioned into different priority classes and based on 

the input traffic behaviour it controls the thresholds dynamically. Using an open Markov queuing schema 

with blocking, and thresholds, a closed form cost-effective analytical solution for this model of computer 

system is obtained.                                                                  

Keywords: Markov chains, blocking, threshold-base systems 

 

 

1. Introduction 

 

Finite capacity queuing network models (QNMs) are of great value towards 

effective congestion control and quality of service (QoS) protection of modern 

discrete flow computer systems. Blocking in such systems arises because the 

traffic of jobs may be momentarily halted if the destination buffer has reached its 

capacity. As a consequence, cost-effective numerical techniques and analytic 

approximations are needed for study of complex queuing networks. The 

traditional analyses of the ONMs with blocking are based on the Markov Chain 

approach [2]. In addition, many interesting theories and models appeared in 

a variety of journals and at worldwide conferences in the field of computer 

science, traffic engineering and communication engineering [1, 7]. The 

introduction of flexible buffer management policy with thresholds can give rise 

to inter-dependency between the thresholds setting, which are also dependent on 

the blocking phenomena. In this context, congestion control through adequate 

buffering and blocking is becoming particularly significant to minimize the job 
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delay and providing some acceptable level of system utilization. A proper 

congestion control [3, 5, 6] is needed to protect low priority jobs from long delay 

time by reducing an arrival rate to the buffer for high priority jobs or not sending 

the job to the buffer (blocking). The use of thresholds and blocking for 

controlling congestion in computer system buffers is well known and used. 

Congestion control based on thresholds and blocking [4] is aimed to control the 

traffic-causing overload and so to satisfy the Quality of Service (QoS) 

requirements of the different classes of traffic. 

The main aim of this paper is to formulate such a model with a dynamical 

buffer allocation policy and examine the queuing behaviour under a priority 

service discipline and blocking mechanisms. 

 

2. Model description 

 

The general model description is: 

 There are two source stations, which generate high and low priority jobs. 

 The arrival processes from source stations are Poisson, with rates λ1 and 

λ2. 

 Service station consists of a multi-server and a common buffer. 

 Servers provide exponentially distributed service with rate μ. 

 Buffer has finite capacity m, with dynamically changed thresholds m1 

and m2. 

 Controller – a decision maker agent. 

Fig. 1 presents a simplified multi-server network description of the proposed 

model. The jobs via the controller arrive from the source stations at servers 

station buffer. The controller with Partial Buffer Sharing (PBS) scheme controls 

incoming traffic from different priority classes based on thresholds in buffer. 

When the buffer level is below a forward threshold m2, controller accepts both 

high priority and low priority jobs and when the number of jobs exceeds this 

level, low priority jobs cannot access the buffer and the Source2 station is 

blocked. Whenever the number of jobs falls below a reverse threshold m1, the 

transmission process from Source2 is resumed.  

For high priority traffic the complete buffer is accessible irrespective of the 

buffer occupancy level and thresholds value. When the buffer is full, the 

accumulation of new jobs from the Source1 is temporarily suspended and another 

blocking occurs, until the queue empties and allows new inserts. The goal is to 

accommodate more incoming jobs from various sources. The dynamical 

threshold scheme adapts to changes in traffic conditions. 

A controlled computer system (see Figure 1) consists of three components: 

servers, buffer, and controller. Controller may improve system utilization by 

reducing expected throughput time or queue length. A decision maker, agent, or 
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controller is forced with the problem of influencing the behaviour of 

a probabilistic system as it evolves through time. He does this by making 

decisions (blocking) or choosing actions (increasing or decreasing thresholds 

value). Generally, a controller regulates the computer systems load by accepting 

or blocking arriving jobs and by dynamically changing the threshold levels if 

blocking action is indicated. It means that both threshold m1 and m2, starting 

from some initial value, are dynamically modified. For each class of jobs, the 

controller counts the number of accepted and blocked jobs. Each controller 

counter is assigned two parameters to control the thresholds: blocking ratio 

(a relation of the number blocked to accepted jobs) ph for high priority jobs and pl 

for low priority and modification step threshold levels. The blocking ratio for 

high priority jobs when reaches its limit ph the threshold m1 is made to decrease 

and the threshold m2 to increase by modification step level. Similarly when the 

blocking ratio for low priority jobs reaches the limit pl the threshold m1 is made 

to increase and the threshold m2 to decrease by modification step level.  
 

Fig.1. Illustration of the computer system model with blocking, and thresholds. 

 

3. Performance analysis 

    Each queuing system can, in principle, be mapped onto an instance of 

a Markov process and then mathematically evaluated in terms of this process. For 

analyzing the performance of the proposed model, the queuing system can be 

represented by a continuous-time Markov chain, in which the underlying Markov 

process can analyze the stationary behaviour of the network. If a queue has finite 

capacity, the underlying process yields finite state space. The solution of the 

Markov chain representation may then be computed and the desired performance 

characteristics, such as blocking probabilities, utilization, and throughput, 

obtained directly from the stationary probability vector.  
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In theory, any Markov model can be solved numerically. In particular, 

solution algorithm for Markov queuing networks with blocking, and thresholds is 

a three-step procedure: 

1. Definition a state space representation and enumerating all the transitions 

that can possible occur among the states. 

2. Solution of linear system of the global balance equations to derive the 

stationary state distribution vector. 

3. Computation from the probability vector of the average performance 

indices. 

The state of the queuing network with blocking, and thresholds (see Fig. 2) 

can be described by random variables (i, k), where i indicate the number of jobs 

at the service station, and k represents its state. Here, the index k may have the 

following values: 0 - idle system, 1 - regular job service, 2 - high priority service 

and blocking low priority jobs, 3 - blocking high priority jobs. 

 

 

Fig. 3.  State transition diagram of a two dimensional Markov chain for modelling the flexible 

buffer sharing scheme. 

Let pi,k denote the joint probability of state (i, k) in the two-dimensional 

Markov chain. Based on an analysis the state transition diagram, the process of 

constructing the steady-state equations in the Markov chain can be divided into 

several independent step. These steady-state equations are:  

 (λ1+ λ2) · p0,1  =  μ · p1,1                                          

 (λ1+ λ2 + i · μ) · pi,1  =  (λ1+ λ2) · pi-1,1 + (i+1) · μ · pi+1,1    for  i = 1, ... , c-1  

 (λ1+ λ2 + c · μ) · pi,1  =  (λ1+ λ2) · pi-1,1 + c · μ · pi+1,1          for  i = c, ... , c+m1-1 

 (λ1+ λ2 + c · μ) · pc+m1,1  =  (λ1+ λ2) · pc+m1-1,1 + c · μ · pc+m1+1,1 +  c · μ · pc+m1,2(1) 

 (λ1+ λ2 + c · μ) · pi,1  =  (λ1+ λ2) · pi-1,1 + c · μ · pi+1,1  for  i = c+m1+1, ... ,c+m2-1 

   (λ2 + c · μ) · pc+m2,1  =  (λ1+ λ2) · pc+m2-1,1 

For states with blocking the equations are: 



 117 

   (λ1 + c · μ) · pc+m1,2  =   c · μ · pc+m1+1,2  

   (λ1 + c · μ) · pi,2  =  λ1 · pi-1,2 + c · μ · pi+1,2               for  i = c+m1+1, ... , c+m2-1 

   (λ1 + c · μ) · pc+m2,2  =  λ1 · pc+m2-1,2 + λ2 · pc+m2,1 + c · μ · pc+m2+1,2                                (2) 

   (λ1 + c · μ) · pi,2  =  λ1 · pi-1,2 + c · μ · pi+1,2               for  i = c+m2+1, ... , c+m-1 

   (λ1 + c · μ) · pc+m,2  =  λ1 · pc+m-1,2 + c · μ · pc+m,3 

   c · μ · pc+m,3  =   λ1 · pc+m,2 

Here, a queuing network with blocking and buffer thresholds, is formulated as 

a Markov process and the stationary probability vector can be obtained using 

numerical methods for linear systems of equations. The desired performance 

characteristics, such as blocking probabilities, utilization, and throughputs can be 

obtained directly from the stationary probability distribution vector. The 

procedures for calculating of performance measures use the steady-state 

probabilities in the following manner: 

1. Idle probability of a service station pidle : 

0,0idle pp               (3) 

2. Source1 blocking probability pblS1 : 

   3,mc1blS pp                                       (4) 

3. Source2 blocking probability pblS2 : 

  





mc

1mci

2,i2blS pp                                               (5) 

4. The mean number of blocked jobs in the Source1 nblS1 : 

  3,mc1blS p1n                           (6) 

5. The mean number of blocked jobs in the Source2 nblS2 : 

  )p1(n
mc

1mci

2,i2blS 




                                      (7) 

6. The mean blocking time in the Source1 tblS1: 



c

1
nt 1blS1blS                          (8) 

7. The mean blocking time in the Source2 tblS2 : 

     



c

1
nt 2blS2blS                                      (9) 

8. The effective arrival rate (intensity) from the Source1 : 
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
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

                                    (10) 

9. The effective arrival rate (intensity) from the Source2 : 

 

2blS

2

eff

2

t
1

1







                       (11) 

10. Servers utilization parameter ρ : 

          
c

l
                                     (12) 

Generally, presented above set of performance measures indicates that most 

of them depend on input traffic arrival rate and thresholds control parameters. 

These measures allow us to select the control parameter value to get the expected 

relative blocking ratios, if the arriving traffic pattern has been clear. This is 

a very important characteristic of adaptive buffer management scheme, for it has 

solved the thresholds setting problem for partial buffer sharing scheme.  

4. Numerical results 

To demonstrate our analysis procedures of a multi-server computer system 

with blocking, and flexible buffer management proposed in Section 2, we have 

performed numerous calculations. Using the above analysis, we can control the 

blocking of consecutive high priority jobs and low priority jobs through the 

combination of parameters like - λ1, λ2, m1, m2, μ. The part of calculations were 

realized for many parameters combinations by varying both threshold values 

within a range from 1 to 17 for m1, plus within a range from 3 to 19 for m2 

(keeping relation m2-m1 as constant). The inter-arrival rates from the source 

stations to the service station are chosen as λ1 =1.6 and λ2 =1.4. The service rate 

in service station is equal to μ = 0.3. The buffers size is taken as m = 20 and  

c = 4. Based on such parameters, the following results were obtained and 

presented in Fig. 3. Figure 3 gives consecutive high and low priority jobs 

blocking probabilities and the effective arrival rates from Source1 and Source2 as 

a function of the thresholds policy.  
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Fig. 3. Graphs of QoS parameters, where, blS1-pr is the Source1 blocking probability, blS2-pr is 

the Source2 blocking probability, fill is the buffer filling parameter, lam1-eff and lam2-eff are the 

effective arrival rates of high and low priority jobs, respectively. 

The results of the experiment clearly show that the effect of the blocking, and 

a flexible threshold policy must be taken into account when analyzing 

performance of a computer system. As noted above, blocking factor and 

threshold policy considerably change the performance measures in such 

computer systems. 
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Abstract: In this paper we first study the abilities to control the performance of a queueing
system by exploiting the idea of the dropping function. In particular, we demonstrate how powerful
the dropping function can be for controlling purposes. Then we formulate a number of optimization
problems that are crucial for the design of queueing systems with dropping functions. We believe
that these problems are of great importance and have to be solved on the queueing theory ground.

Keywords: single server queue, dropping function, active queue management

1. Introduction

In the classic single-server FIFO queue we cannot control the performance of
the system. Given the input and service process parameterizations all we can do
is compute the queue size, the waiting time, their average values, distributions etc.
However, we cannot control these values at all1.

Therefore, in many fields of application of queueing systems, a natural need
arises – a need to control the performance of the system, namely to set the average
queue size or the average waiting time etc. to a desired value.

There are three basic possibilities to control the performance of a single-server
queue.

Firstly, we may try to manipulate the rate of the input stream. If we can some-
how force the source of jobs to reduce or increase the intensity of the arrival stream
then we can control the queue.

1In fact, even computing of these values may be very difficult, like in the G/G/1 queue.
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Secondly, we may try to manipulate the service rate. For instance, we can
design a system in which the average service time is reversely proportional to the
current queue size. Naturally, it is possible to invent virtually infinite number of
policies of this type.

Thirdly, we may try to block arriving jobs depending on the current system
state or its history. This is somewhat similar, but not equivalent, to the manipulation
of the input rate. The main difference is that blocking causes losses, i. e. jobs
that are not served and will never return to the system – a phenomenon that is not
present in systems with variable arrival rate. The characteristics of the loss process,
like the overall loss ratio, the statistical structure of losses (tendency of losses to
group together) etc. are very important for practical reasons.

In the literature we can find several examples of the queueing systems of the
first and the second type, i. e. with variable arrival rate or variable service time
distribution. For instance, the threshold-based systems are thoroughly studied in
[1]-[5]. In such systems, the arrival or service process change when the queue size
crosses (one or more) threshold level.

In this paper we deal with the third type of controlling the system performance.
This type is probably the simplest one as it is often a simple matter to block a
job (however, it comes at a cost of losses). In particular, we deal with systems
that exploit the idea of the dropping function. Namely, an arriving job is blocked
(dropped) with a probability that is a function of the queue size observed upon the
job arrival. This function, mapping the queue sizes into the dropping probabilities,
is called the dropping function.

In networking, the idea of the dropping function is used in the active queue
management (AQM, see e. g. [6]–[12]) in Internet routers. For instance, it is used
in three well-known algorithms: RED ([6], linear dropping function), GRED ([7],
doubly-linear dropping function), REM ([9], exponential dropping function). It
must be stressed, that usage of a particular shape of the dropping function has not
been supported by rigorous analytical arguments so far.

In this paper we are aiming at two goals. Firstly, we want to demonstrate
the powerful control capabilities that are connected with the usage of the dropping
function. This is done in Section 2, where examples of dropping functions able
to force certain values of the system throughput, the queue size, and combinations
of these parameters are given. Then, in Section 3, we formulate several optimiza-
tion problems that are crucial to the optimal design of the dropping-function based
queue. Generally speaking, these optimization problems have the following form:
we want to optimize the shape of the dropping function in such a way that one of
the performance parameters achieves a target, given in advance, value, while other
performance parameter achieves the best possible (minimal or maximal) value. Al-
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ternatively, we want to optimize one performance parameter but for two distinct
system loads. Finally, in Section 4 remarks concluding the paper are gathered.

2. Control capabilities of dropping functions

In order to demonstrate the powerful control capabilities connected with the
usage of the dropping function we will use the single-server FIFO queue with Pois-
son arrivals (with rate λ), general type of service time distribution and final buffer
(waiting room) of size b − 1. Therefore, the total number of jobs in the system,
including service position, cannot exceed b. A job that arrives when the buffer is
full is dropped and lost.

This well-known model is further extended by the job dropping mechanism
based on the dropping function. Namely, an arriving job can be dropped, even if
the buffer is not full, with probability d(n), where n is the queue length (including
service position) observed on this job arrival.

The function d(n) is called the dropping function. It can assume any value
in interval [0, 1] for n = 0, . . . , b − 1. For n ≥ b we have d(n) = 1, which is
equivalent to the finite-buffer assumption.

Two very important characteristics of queueing systems with job losses are the
loss ratio and the system throughput. The loss ratio, L, is defined as the long-run
fraction of jobs that were dropped. The throughput, T , is defined as the long-run
fraction of jobs that were allowed to the queue and it is equal to 1− L.

The queueing system described above has been recently solved analytically in
[13]. In particular, the formula for the queue size distribution in the system as well
as the formula for the loss ratio have been shown there. Using these formulas we
can easily manipulate the shape of the dropping function in order to control the
queue size, the variance of the queue size and the system throughput.

For demonstrating purposes we will use herein a queue with arrival rate λ = 1
and constant service time equal to 1. Therefore, the load offered to the queue,
defined as

ρ = λm,

with m denoting the average service time, is also equal to 1. This value of ρ was
chosen for the sake of simplicity and the results are not specific to this value of ρ.
All the examples presented below can be easily rearranged for other values of ρ and
for other distributions of the service time.

Now it is time to demonstrate the examples. It would be very easy to show a
dropping function that gives a particular value of the average queue size, or a partic-
ular value of the variance of the queue size or a particular value of the throughput.
Therefore, we start with more interesting examples - dropping functions that can
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set the system throughput and the average queue size at the same time. For in-
stance, the following dropping functions, d1–d4, were parameterized so that they
all give the system throughput of 0.9, but the average queue size of 3, 3.5, 4 and
4.5, respectively. We have:

d1(n) =


0 if n ≤ 1,
−0.0548821 + 0.0490536n if 1 < n < 10,
1 if n ≥ 10,

d2(n) =



0 if n ≤ 2,
0.256407 if 2 ≤ n < 3,
0 if 3 ≤ n < 5,
0.2 if 5 ≤ n < 6,
0 if 6 ≤ n < 7,
0.194625 if 7 ≤ n < 8,
0.2 if 8 ≤ n < 9,
0.1 if 9 ≤ n < 10,
1 if n ≥ 10,

d3(n) =

{
0.13921803− 0.037655n+ 0.0037655n2 if n < 10,
1 if n ≥ 10,

d4(n) =


0.2275822− 0.087680n+ 0.0087680n2 if n < 5,
0 if 5 ≤ n < 10,
1 if n ≥ 10,

These dropping functions are depicted in Fig. 1. Detailed performance char-
acteristics for d1–d4 are given in Tab. 1, while their steady-state queue size distri-
butions are depicted in Fig. 2.

The functions d1–d4 exemplify well, how powerful tool the dropping function
can be. Using them we were able to control two performance characteristics at the
same time. Now, can we control more than two characteristics? To answer this
question, let us consider the following dropping function:

d5(n) =


0 if n < 3,
−1.33946 + 0.66885n− 0.066885n2 if 3 ≤ n ≤ 7,
0 if 7 < n < 10,
1 if n ≥ 10,
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throughput average variance of
queue size the queue size

d1 0.90000 3.0000 4.3467
d2 0.90000 3.5000 6.6136
d3 0.90000 4.0000 8.0085
d4 0.90000 4.5000 9.3859

Table 1. Queueing performance characteristics for dropping functions d1-d4.

throughput average variance of
queue size the queue size

d5 0.90000 3.0000 4.8860

Table 2. Queueing performance characteristics for dropping function d5.

depicted in Fig. 3. Its performance characteristics are given in Table 3.
As we can see, the dropping functions d5 and d1 have common throughput and

common average queue size but different variance of the queue size. This leads to
the supposition, that there are many shapes of the dropping function that provide
the same throughput and the same queue size but different variance. Therefore we
probably can control also the latter parameter.

To conclude this section, we present another control possibility obtained by
application of the dropping function. Let us assume that the rate of the arrival
process may vary. For instance, the arrival rate may assume two values: λ1 and
λ2. In this case the system load varies as well and can reach two values, ρ1 and ρ2,
respectively. Now, assume that we want the average queue size to be Q1 when the
arrival rate is λ1 and Q2 when the arrival rate is λ2. Apparently, this is possible if
a proper dropping function is used.

As a first example, consider the following dropping function:

d6(n) =



0 if n < 2,
0.49724 if 2 ≤ n < 3,
0 if 3 ≤ n < 5,
0.55520 if 5 ≤ n < 10,
1 if n ≥ 10,

depicted in Fig. 4. This function was carefully parameterized in such a way that it
gives the average queue size equal to 2 when λ = 1 and equal to 3 when λ = 1.2
(see also Tab. 3 for the variances of the queue size).
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average variance of
queue size the queue size

λ = 1 2.0000 2.5692
λ = 1.2 3.0000 3.4568

Table 3: Queueing performance characteristics for the dropping function d6 and two distinct arrival rates, λ1 = 1
and λ2 = 1.2.

On the other hand, consider the dropping function:

d7(n) =



0 if n < 2,
0.805035 if 2 ≤ n < 3,
0 if 3 ≤ n < 5,
0.077840 if 5 ≤ n < 10,
1 if n ≥ 10,

also depicted in Fig. 4. The function d7 was parameterized in such a way that it
gives the average queue size equal to 2 when λ = 1 and equal to 5 when λ = 1.2
(see also Tab. 4).

average variance of
queue size the queue size

ρ = 1 2.0000 4.8866
ρ = 1.2 5.0000 11.408

Table 4: Queueing performance characteristics for the dropping function d7 and two distinct arrival rates, λ1 = 1
and λ2 = 1.2.

3. Optimization problems

Before we proceed to the optimization problems, we have to give a though to
the important problem, that was silently present in the previous section: in which
intervals we can obtain particular performance characteristics? In other words,
what are the domains of control?

When we try to control only one parameter, the answer is usually simple. For
instance, if we have ρ ≥ 1 then the target queue size, Q, can assume any value, i.
e.:

Q ∈ [0,∞).
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Fig. 1. Dropping functions d1-d4.

This fact is easy to explain. Similarly, if ρ < 1 then the target queue size may be:

Q ∈ [0, Qmax),

where Qmax is the average queue size in the infinite-buffer system without the
dropping function.

In a similar way we can obtain control intervals for the system throughput.
Now, suppose that we are interested in controlling of more than one character-

istics. This leads, for instance, to the following questions about control domains.
Given the system parametrization and the target queue size Q in which interval the
throughput T can be obtained? Or, given the system parametrization, the target
queue size and the target throughput, in which interval the variance of the queue
size V can be obtained? Or, given the target queue size for arrival rate λ1, in which
interval the queue size can be obtained for another arrival rate, λ2?

The answers to these questions are not simple. In fact, they are closely con-
nected to the optimization problems discussed below. For instance, given the tar-
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Fig. 2. Queue size distributions for dropping functions d1-d4.
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Fig. 3. Dropping function d5.

get queue size, Q, the achievable throughput belongs to the interval [Tmin, Tmax],
where Tmax is the solution of one of the optimization problems.

Finally, the last question regarding control possibilities is: how many perfor-
mance characteristics can be controlled in some, non-reduced to point, intervals.
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Fig. 4. Dropping functions d6 and d7.

Above we showed that it is possible to control three characteristics: the queue size,
the throughput and the variance of the queue size. Can it be four? For instance, can
the tail probability, P(Q > q0), for some q0, be the fourth controlled characteristic?
This is yet another open question.

Now we may proceed to the optimization problems. They are motivated by
a natural need to optimize less important performance characteristics, given that
the most important characteristic assume the target value. For instance, we may
need the queue size to be short and stable. To accomplish this, we can set the
target average queue size to 5 and search for the dropping function that provides
this average queue size and the minimal possible variance at the same time. Or,
we may want to have large throughput and short queue size at the same time. In
this case we can assume the target throughput of 0.95 and search for the dropping
function that provides the minimal queue size. Or, vice versa, we may need the
queue to be short and the throughput to be as high as possible. Or we may want to
assure a good trade-off between the queue size and the throughput. Naturally, there
are many problems of this type. Herein we formulate a few among most interesting
of them.

1. Given the system parametrization and the target queue size, Q, which drop-
ping function provides Q and the maximal possible throughput?

2. Given the system parametrization and the target throughput, T , which drop-
ping function provides T and the minimal possible queue size?

3. Given the system parametrization and the target queue size, Q, which drop-
ping function provides Q and the minimal possible variance of the queue
size?
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4. (The trade-off problem). Given the system parametrization, which dropping
function gives the maximal value of the product:

I(T )D(Q),

where I(T ) is an increasing function of the throughput, while D(Q) is a
decreasing function of the queue size. The simplest form of this problem is
maximization of the function T/Q.

5. Given the system parametrization, the target queue size and the target
throughput, which dropping function provides the minimal possible vari-
ance? Or, similarly, given the target throughput and the target variance,
which dropping function provides the minimal queue size?

6. Given the target queue size Q1 for arrival rate λ1, which dropping function
provides the minimal possible queue size for another arrival rate, λ2?

7. Given the target throughput, T1 for arrival rate λ1, which dropping function
provides the maximal possible throughput for another arrival rate, λ2?

Solving analytically these problems is an important, but not easy task. It is not
even clear in which classes of functions the solutions should be looked for. Intu-
itively, the optimal dropping functions should be non-decreasing, but this intuition
should be rigorously proven first. Another candidate to solve some of the prob-
lems presented above might be a simple, drop-tail dropping function (d(n) = 0 for
n < b, d(n) = 1 for n ≥ b). However, such dropping function usually does not
allow to achieve the target characteristic. For instance, it is unlikely that we can
obtain the average queue size of 3 using the drop-tail function.

4. Conclusions

In this paper the powerful control abilities gained by usage of the dropping
function were shown. Firstly, the dropping functions that give not only the target
throughput but also the target queue size were presented. Secondly, it was shown
that setting the two characteristics does not determine the shape of the dropping
function and still leaves some room to control yet another characteristic, like the
variance of the queue size. Thirdly, it was demonstrated that the dropping function
can be used to control one characteristic in the system with variable load (i. e. vari-
able arrival rate). Finally, several optimization problems to be solved analytically
were described. These problems are crucial for the optimal design of queueing
systems with dropping functions.
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Abstract: Algorithms of queue management in IP routers determine which packet should be
deleted when necessary. The article investigates the influence of packet rejection probability function
on the performance, i.e. response time for in case of RED and nRED queues. In particular, the
self-similar traffic is considered. The quantitative analysis based on simulations is shown.
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1. Introduction

Algorithms of queue management at IP routers determine which packet should
be deleted when necessary. The Active Queue Management, recommended now
by IETF, enhances the efficiency of transfers and cooperates with TCP congestion
window mechanism in adapting the flows intensity to the congestion at a network
[16].

This paper describes another approach to packed dropping function used in
Active Queue Management. Here, we reconsider the problem of non linear packet
loss probability function in presence of self-similar traffic.

Sections 2. gives basic notions on active queue management, Section 3.
presents briefly a self-similar model used in the article. Section 4. gives simu-
lation models of the considered two active queue management schemes: RED and
non linear RED. Section 5. discusses numerical results, some conclusions are given
in Section 6..
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2. Active Queue Management

In passive queue management, packets coming to a buffer are rejected only
if there is no space in the buffer to store them, hence the senders have no earlier
warning on the danger of growing congestion. In this case all packets coming dur-
ing saturation of the buffer are lost. The existing schemes may differ on the choice
of packet to be deleted (end of the tail, head of the tail, random). During a satura-
tion period all connections are affected and all react in the same way, hence they
become synchronized. To enhance the throughput and fairness of the link sharing,
also to eliminate the synchronization, the Internet Engineering Task Force (IETF)
recommends active algorithms of buffer management. They incorporate mecha-
nisms of preventive packet dropping when there is still place to store some packets,
to advertise that the queue is growing and the danger of congestion is ahead. The
probability of packet rejection is growing together with the level of congestion.
The packets are dropped randomly, hence only chosen users are notified and the
global synchronization of connections is avoided. A detailed discussion of the ac-
tive queue management goals may be found in [16].

The RED (Random Early Detection) algorithm was proposed by IETF to en-
hance the transmission via IP routers. It was primarily described by Sally Floyd
and Van Jacobson in [23]. Its idea is based on a drop function giving probability
that a packet is rejected. The argument avg of this function is a weighted moving
average queue length, acting as a low-pass filter and calculated at the arrival of each
packet as

avg = (1− w)avg′ + wq

where avg′ is the previous value of avg, q is the current queue length and w is
a weight determining the importance of the instantaneous queue length, typically
w � 1. If w is too small, the reaction on arising congestion is too slow, if w is
too large, the algorithm is too sensitive on ephemeral changes of the queue (noise).
Articles [23, 8] recommend w = 0.001 or w = 0.002, and [9] shows the efficiency
of w = 0.05 and w = 0.07. Article [10] analyses the influence of w on queuing
time fluctuations, obviously the larger w, the higher fluctuations. In RED drop
function there are two thresholds Minth and Maxth. If avg < Minth all packets
are admitted, if Minth < avg < Maxth then dropping probability p is growing
linearly from 0 to pmax :

p = pmax
avg −Minth

Maxth −Minth

and if avg > Maxth then all packets are dropped. The value of pmax has also a
strong influence on the RED performance: if it is too large, the overall throughput
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is unnecessarily choked and if it’s too small the danger of synchronization arises;
[26] recommends pmax = 0.1. The problem of the choice of parameters is still dis-
cussed, see e.g. [11, 24]. The mean avg may be also determined in other way, see
[25] for discussion. Despite of evident highlights, RED has also such drawbacks as
low throughput, unfair bandwidth sharing, introduction of variable latency, deteri-
oration of network stability. Therefore numerous propositions of basic algorithms
improvements appear, their comparison may be found e.g. in [12].
This paper describes also another approach to packed dropping function used in
Active Queue Management. The linear function of probability of packed drop-
ping is known since years. But there is no hard premises to this assumption of
linearity. There are also many well-known nonlinear approaches like ARED [7],
NLRED[27]. This paper used the methods known in calculus of variations. Here
an unknown function f(x) with domain [0, l] is approximated by as a finite linear
combination of basing functions:

f(x) =
N∑

i=1

ajΦj(x),

where aj are undetermined parameters and Φj can be a series of orthogonal
polynomials

Φj = xj−1(l − x)

Optimal values of aj can be obtained by finding minimum of some functional J
implicitly defined on f . Only a few Φj (e.g.N = 2) are required to achieve the
acceptable accuracy of approximation of optimal f .
Basing on these equations we propose to define p - the function of probability of
packed dropping with domain [Minth,Maxth] as follows:

p(x, a1, a2) =


0 for x < Minth

ϕ0(x) + a1ϕ1(x) + a2ϕ2(x) for Minth <= x <= Maxth

1 for x > Maxth

where basis functions are defined:
ϕ0(x) = pmax

x−Minth
Maxth−Minth

ϕ1(x) = (x−Minth)(Maxth − x)
ϕ2(x) = (x−Minth)2(Maxth − x)
Sample of a p function was shown on figure 1.

The functional J can based on one of two different parameters: average length
queue or the average waiting time. Obtaining the optimal function p is equivalent
to finding of minimum of J which is implicitly defined on parameters a1 and a2.
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Fig. 1: Sample function of probability of packed dropping for some a1, a2 and
given values Minth = 100, Maxth = 200, pmax=0.1

3. Self-similarity of network traffic

Measurements and statistical analysis of network traffic, e.g. [5, 19] show that
it displays a self-similar character. It is observed on various protocol layers and in
different network structures. Self-similarity of a process means that the change of
time scales does not affect the statistical characteristics of the process. It results
in long-range dependence and makes possible the occurrence of very long periods
of high (or low) traffic intensity. These features have a great impact on a network
performance. They enlarge the mean queue lengths at buffers and increase the
probability of packet losses, reducing this way the quality of services provided by a
network. Also TCP/IP traffic is characterized by burstiness and long-term correla-
tion, [20], its features are additionally influenced by the performance of congestion
avoidance and congestion management mechanisms, [21, 22].

To represent the self-similar traffic we use here a model introduced by S.
Robert [18, 17]. The time of the model is discrete and divided into unit length
slots. Only one packet can arrive during each time-slot. In the case of memoryless,
geometrical source, the packet comes into system with fixed probability α1. In
the case of self-similar traffic, packet arrivals are determined by a n-state discrete
time Markov chain called modulator. It was assumed that modulator has n = 5
states (i = 0, 1, . . . 4) and packets arrive only when the modulator is in state i = 0.
The elements of the modulator transition probability matrix depend only on two
parameters: q and a – therefore only two parameters should be fitted to match the
mean value and Hurst parameter of the process. If pij denotes the modulator tran-
sition probability from state i to state j, then it was assumed that p0j = 1/aj ,
pj0 = (q/a)j , pjj = 1− (q/a)j where j = 1, . . . , 4, p00 = 1− 1/a− . . .− 1/a4,
and remaining probabilities are equal to zero. The passages from the state 0 to one



137

of other states determine the process behavior on one time scale, hence the number
of these states corresponds to the number of time-scales where the process may by
considered as self-similar.

4. Simulation models

The simulation evaluations were carried out with the use of OMNeT++ sim-
ulation framework of discrete events. The OMNeT++ is the modular, component-
based simulator, with an Eclipse-based IDE and a graphical environment, mainly
designed for simulation of communication networks, queuing networks and per-
formance evaluation. The framework is very popular in research and for academic
purposes [13], [14]. To emphasize the importance of using self-similar sources of
traffic the comparative research has been carried out for the self-similar and poisson
source. Input traffic intensity was chosen as α = 0.5 or α = 0.081, and due to the
modulator characteristics, the Hurst parameter of self-similar traffic was fixed to
H = 0.8. For both considered in comparisons cases, i.e. for geometric interarrival
time distribution (which corresponds to Poisson traffic in case of continuous time
models) and self-similar traffic, the considered traffic intensities are the same. A
detailed discussion of the choice of model parameters is also presented in [15].

5. Numerical results

In this section we present more interesting results achieved in the simulation.
Input traffic intensity (for geometric and self-similar traffic) was chosen as α = 0.5,
and due to the modulator characteristics, the Hurst parameter of self-similar traffic
was fixed to H = 0.78.

The RED parameters had the following values: buffer size 250 packets, thresh-
old valuesMinth = 100 and Maxth = 200, pmax = 0.1, w = 0.002. Parameter µ
of geometric distribution of service times (probability of the end of service within a
current time-slot) was µ = 0.25 or µ = 0.5. Due to the changes of µ, two different
traffic loads (low and high) were considered. For the nRED pmax changes from 0.1
to 0.9.

The first experiments concerned the case of Poisson traffic. For these sources
the impact of non-linearly of probability dropping function depended on queue
load. The figure 2 shows situation of the overloaded queues (α = 0.5, µ =
0.25). For nRED were chosen on an experimental basis, the following parame-
ters: pmax=0.6, a1=-0,00006, a2: -0,0000006. For the nRED queue, we obtained
the same probability of loss and shorter average waiting times (3.2%) and queue
length (3.5%).
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Fig. 2: Distribution of the avg queue length (left), waiting times (right) for geomet-
rical source α = 0.5, µ = 0.25

The figure 3 shows unloaded queues (α = 0.5, µ = 0.25). For the same sim-
ulation parameters the probability of loss reduced by 1.3 percent. Unfortunately,
increased average waiting times (7%) and queue length (7%).

Fig. 3: Distribution of the avg queue length (left), waiting times (right) for geomet-
rical source α = 0.5, µ = 0.5

These results are caused the function of packet loss. For short queue length it
adopted too small values.

The figure 4 shows the results for different nRED parameters:
nRED1 - pmax=0.6, a1=-0,00006, a2: -0,0000006,
nRED2 - pmax=0.1, a1=-0,00001, a2: -0,0000001,
nRED3 - pmax=0.8, a1=-0,00008, a2: -0,0000008.

For the nRED2 queue, probability of loss reduced by 20.5% and increased
average waiting times (19.5%) and queue length (19.9%) For the nRED3 queue,
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probability of loss reduced by 7% and increased average waiting times (5%) and
queue length (9%).

Fig. 4: Distribution of the avg queue length (left), waiting times (right) for geomet-
rical source α = 0.5, µ = 0.25

Figure 4 shows an adequate situation (overloaded queue) but for self-similar
traffic. For this case we received the same loss probability (but nRED reduced
the losses associated with the queue overflow (2.7%)) and shorter average waiting
times (2.4%) and queue length (2.9%).

Fig. 5: Distribution of the avg queue length (left), waiting times (right) for self-
similar source α = 0.5, µ = 0.25

For unloaded queue (figure 6 the probability of loss increases by 1.9%, but
with less average waiting time of 7.8% and less the average queue occupancy of
8.8%.
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Fig. 6: Distribution of the avg queue length (left), waiting times (right) for self-
similar source α = 0.5, µ = 0.5

6. Conclusions

In this article we present the problem of packet loss probability function and
its influence the behavior of the AQM queue. During the tests we analyzed the
following parameters of the transmission with AQM: the length of the queue, the
number of rejected packets and waiting times in queues. In case of light load, the
difference is more visible for self-similar traffic. In case of heavy load, the differ-
ence is also substantial for short-dependent traffic. Future works may concentrate
on using different kinds of basis functions (not only orthogonal polynomials) used
in definition of non-linear packets dropping function.
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Abstract: The paper presents synchronous slotted-ring network with optical packet switching. The 

network is equipped with quality of service management, particularly  considering multimedia  transfers. 

Thanks to proposed mechanism of guarantees, multimedia data are delivered with guaranteed delay time, 

not greater than assumed, and in the case the delivery on time is impossible – they are removed, freeing 

place for remaining packets. 

Keywords: OPS networks, network simulation. 

 

1. Introduction 

 
Contemporary computer network of medium and big range usually use optical 

technologies for transferring digital data. These networks, based on technologies 

like SONET/SDH or optical Ethernet, use optic fibre for signal transmission, 

however in nodes all data are converted into electronic form. In commonly used 

network technologies, management of digital data traffic is possible only when 

they exist in the form of electric signals. There is possible then to read, interpret, 

process the data with help of network traffic routing algorithms, and next send 

them into next network segment, likely after another conversion into a form of 

modulated optical wave. 

All over the world, work on fully optical networks in conducted. Switching 

(routing to proper network segment) in a node of such a network takes place 

without conversion of information on electric form, therefore such a networks are 

described as fully optical or – more precisely – as network with optical packet 

switching (OPS networks).  

mailto:m.nowak@iitis.gliwice.pl
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Optical switching is much faster than electronic one. OPS technology already 

turned from theoretical stage to construction of prototype devices. In Europe 

a number of companies and research organizations is engaged in both 

construction of OPS devices and in working out management methods, i.a. 

gathered in research projects like ECOFRAME or CARRIOCAS. 

OPS networks differ from traditional electronic and electronic-optical ones. 

Main distinction is complete lack of data buffering in optical switches. With this 

feature necessity of working out new solutions in the field of traffic management 

in OPS network is bound, both in fully optical nodes and in border nodes, being 

an electronic-optical interface for clients of OPS network. 

 

 

Fig. 1. Ring-type network. 

 

In the paper research are presented, which concern synchronous slotted-ring 

networks. Ring-type architecture is easy to configure and manage, as opposed to 

complex mesh-type networks. It’s architecture, which is often applied in 

metropolitan networks (MANs). It originates from Cambridge-Ring 

architecture[1] whose successors are the widely used networks like Token-Ring 

[2], FDDI [3], ATMR [4,5] or RPR [6]. Currently accommodating the ring type 

architecture to the OPS network is under research (eg. [7]). The proposals 

presented in the paper complement this research. 
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2. Network Architecture 
 

The paper presents synchronous slotted ring-type network witch optical 

packet switching. Transportation unit in the network is a frame of constant 

capacity. Frames are passed in synchronous way, and in each network segment 

there is one frame, full or empty. 

Network nodes are equipped with the Add/Drop mechanism[8], which makes 

it possible to remove a packet from a frame, if it is assigned to this node or if the 

quality management mechanism has requested this, add a packet to the empty 

frame if the node has the information to send, or pass a frame in unchanged form 

if the node is an intermediary in passing information between other nodes (is 

a transit node). All nodes in the network are equivalent to each other. The scheme 

of the network node is presented in the Fg. 2. 

 

Fig. 2. OPS slotted ring network node. 

 

The architecture discussed in this paper is based on the synchronous slotted-

ring architecture proposed in the framework of the ECOFRAME project of the 

French National Research Agency (ANR) and on the architecture shown in [9] 

and [10]. The network node is an interface between the electronic and the optical 

parts of network structure. Packets sent over the ring ore switched optically. 

Movement of data takes place synchronously – thanks to constant distance 

between nodes frames in all nodes are received simultaneously. 

The node presented on fig. 2 attends network traffic of different quality of 

service (QoS) classes. For every QoS class x there is a separate buffer able to 

store Nx blocks of length b. Data from customers flow to the node, and are 
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divided into blocks of constant length b. Each block has QoS class assigned to it, 

and is placed in a buffer appropriate for its class, or lost when the buffer is 

overflowing.  

Frames in optical part of the network can have different  sizes  (but constant 

in given network), depending on the distance, and thus the time of trip between 

nodes. Every frame is able to carry p blocks of data. If there are p waiting blocks 

of given class in the node, a packet is formed, which is sent with next possible 

frame. If there are blocks waiting longer than certain time t in a buffer of given 

class, a packet is formed as well, despite of not being filled in full (sending 

timeout mechanism, described in [11]). The packet contains only blocks of one 

class which facilitates quality of service management in transit nodes. 

 

3. Removing of Overdue Blocks 
 

Due to increasing meaning of multimedia (especially streamed) data transfers 

in contemporary computer networks, in examined model special QoS class for 

such a type of data is provided. Blocks of “Multimedia” class have guaranteed 

time of delivery, however they do not have guarantee of delivery. This 

corresponds to specific character of streamed multimedia transfers, where – as far 

as non-delivered packets do not constitute too big part of the whole stream – lack 

of part of data in the stream is received as temporary reduced quality of 

transmission, less strenuous than breaks in audio-video transmission, resulting 

from badly changing delays in data delivery. Multimedia data in proposed 

solution with removing of overdue blocks (ROB) are delivered at time or never. 

Second QoS class provided in the model, “Standard”, is foreseen to transfer 

other (non-multimedia) types of data, as files, WWW pages etc. Packets of 

“Standard” class, which were completed in the buffer of electronic-optical node, 

have guaranteed delivery to the receiver, however the time of delivery is not 

guaranteed. Both guarantee of delivery and guarantee of  delivery time do not 

concern the situation, when data block is rejected on input to the node due to 

overfilling of the input buffer 

Third class of service, “Best Effort”, does not give guarantee of delivery or 

guarantee of delivery time either. 

“Multimedia class” is treated as highest priority class, packets of “Standard” 

class have medium quality, whereas “Best Effort“ – lowest. Priority management 

system is identical to proposed in [10] and examined also in [12]. It provides, that 

packets of lower classes are not sent until there are no packets of higher classes 

are ready to dispatch. Additionally, packets of highest class can be inserted into 
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the optical network in place of lowest “Best Effort” class packets – such 

a situation means loss of “Best Effort” packet, what is in accordance with 

assumed lack of delivery guarantee for this class of data. 

For ensuring delivery time guarantee for “Multimedia” class blocks, 

mechanism of removing of overdue blocks (ROB) is proposed. In order to 

measure time of stay (TOS) of multimedia block, for every block of the class in 

the buffer a temporary header is created, containing counter storing block time of 

stay in the buffer. The counters are periodically incremented, in time of arriving 

of frames to the node. A block, which would stay in buffer too long, would have 

counter value bigger than assumed. According to delivery time guarantee rules, 

such a block is not delivered to the receiver, so ROB mechanism does not 

increments counter of the block, which achieved maximum TOS, but removes it 

from the queue instead. This block is overdue and has no chance to be delivered 

on time, so removing it will not decrease the quality of multimedia stream, while 

it will shorten waiting time for remaining blocks. Freeing place in the buffer will 

also lower the probability of block loss due to buffer overflow. 

ROB mechanism described above generates a risk of removing block, which 

is waiting for completion of a packet. Paradoxically, this phenomenon will take 

place by low intensity of data traffic, when time of waiting of the oldest block in 

buffer for arrival of p (in total) blocks of “Multimedia” class able to form 

a packet can be bigger than time of overdue of this packet. Loss of data, resultant 

form this phenomenon, can be reduced by setting a sending timeout mentioned 

above to value lower than time of overdue of multimedia block. 

 

4. Simulations scenarios and results 

 

All experiments presented in the paper were performed for the ring consisting 

of K = 10 nodes. Buffer sizes for particular classes of data, counted in blocks of 

size b=50 bytes are N1 = N2 = N3 = 250. Optical fibre throughput assumed is 

10Gb/s. Time slot was assumed as equal to time of trip of signal between the 

nodes, amounting to 1us, what gave packet size p = 25 blocks. Sending timeout t, 

causing sending of the packet despite of its incompleteness was set to 40 μs, 

equally for all queues. One assumed, that data incoming to network node from 

the client side respond to typical Internet statistics, according to [13]. Traffic for 

each class of client packets is decomposed as follows: 40% of packets have size 

of 50 bytes, 30% has size of 500 bytes and the rest are packets of 1500 bytes of 

size. Packet of size greater than 50 bytes in the moment of arrival to the node is 

automatically decomposed into blocks of 50 bytes. If the number of free blocks 
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in buffer is lesser than number of blocks, which the client packet consists of, the 

packet is rejected. 

Block 

size  

 

Timeslot Optical 

packet size 

Client packet sizes Arrival probability of packet of 

given size 

50 bytes 1μs 25 blocks/ 

1250 bytes 

50,500,1500 bytes π50=0.4, π500=0.3, π1500=0.3 

Table 1. Global parameters of OPS network model 

 

 Multimedia Standard Best Effort 

Buffer size Nx 

(blocks) 

N1 = 250 N2 = 250 N3 = 250 

Sending timeout 40 μs 40 μs 40 μs 

Maximum TOS 70 μs - - 

λi λ1 = 0.33 λ λ2 = 0.33 λ λ3 = 0.33 λ 

Table 2. Simulation parameters for each class of client packets 

 

 High Load Medium Load Low Load 

λ 0.10 0.08 0.05 

Network load 1.062 0.494 0.184 

Table 3. Simulation scenarios 

 

Three network load scenarios were foreseen to examine work of ROB 

mechanism, compared to simple QoS management with high, medium and low 

network load. In high load scenario load value slightly exceeding 1.0 were 

foreseen, medium load was assumed to be close to 0.5 and as a low load we 

assumed value close to 0.2. Exact simulation parameters are gathered in Tab 1, 2 

and 3. Results, obtained with OMNeT++ simulator [14], comparing performance 

of network with and without PRM are summarized below. Probability of packet 

loss due to input buffer overflow for different packet classes is shown in Tab. 4. 

Tab. 5a-5c show average time of block stay in buffer as well as average buffer 

fulfilment (number of blocks) for buffers of particular classes. Fig.3 shows 

probability of finding given number of packets in the particular buffers (queue 

lengths) for different load scenarios (ROB mechanism on). 
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a)

b) 

c) 
Fig. 3. Probability of queue length for particular classes of traffic, with high load (a), medium 

load (b) and low load (c) of the network. 

 



150 

 

Class/ QoS Multimedia/ 

Simple 

Multimedia/ 

ROB 

Standard/ 

Simple 

Standard/ 

ROB 

Best Effort/ 

Simple 

Best Effort/ 

ROB 

High load 

(λ=0.10) 
1.98873e-05 0.00197744 0.00212205 0.00188898 0.0609499 0.0609988 

Medium load 

(λ=0.08) 
<1e-8 3.33692e-04 1.35949e-06 2.34588e-06 3.08546e-05 1.90118e-05 

Low load 

(λ=0.05) 
<1e-8 2.24942e-06 <1e-8 <1e-8 <1e-8 <1e-8 

Tab. 4. Probability of packet loss for particular packet classes 

 
 Simple With ROB 

Avg time Max time Avg blocks Avg time Max time Avg blocks 

High load 

(λ=0.10) 
16.2995 145.684 27.6826 16.1347  69.9985 27.6447 

Medium load 

(λ=0.08) 
13.4052 108.689 19.9327 13.3735 69.9739 19.9226 

Low load 

(λ=0.05) 
12.4292 71.9863 11.5037 12.4349  68.8162 11.4948 

Tab 5a. Average and maximum time of “Multimedia” class block stay in the buffer with 

ROB switched off and on 

 Simple With ROB 

Avg time Max time Avg blocks Avg time Max time Avg blocks 

High load 

(λ=0.10) 
28.1959 368.248 42.7261 28.143 315.66 42.6958 

Medium load 

(λ=0.08) 
18.0467 313.861 26.066 18.0069 338.33 26.06 

Low load 

(λ=0.05) 
21.5811 447.049 21.5101 21.5482 477.749 21.5105 

Tab 5b. Average and maximum time of “Standard” class block stay in the buffer with 

ROB switched off and on 

 Simple With ROB 

Avg time Max time Avg blocks Avg time Max time Avg blocks 

High load 

(λ=0.10) 
67.5091 1199.2 78.7522 67.4296  867.733 78.6911 

Medium load 

(λ=0.08) 
20.5938 318.854  28.5353 20.5604 306.083  28.5967 

Low load 

(λ=0.05) 
21.7729 502.409  21.6522 21.8097 454.081 21.6647 

Tab 5c. Average and maximum time of “Best Effort” class block stay in the buffer with 

ROB switched off and on. 

 

5. Markovian analysis 
 

The simulation model in its simple version (without the ROB mechanism) 

was verified using the method of Markov processes with continuous time 

(CTMP). Markovian model was implemented using object-oriented OLYMP-2 

library [15] 
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Because of a very big number of Markov chain states (resulting from a very 

big transition matrix) calculations were made for lesser model, however working 

according to the same rules described in section 2. 

The ring in analytical model consisted of three nodes (w = 3). Each of the 

nodes owns 2 queues (K = 2): the Standard queue and the Best Effort queue, each 

being N1 = N2  blocks long. The node is described with state sub-vector (n1, n2), 

where 0 ≤ n1 ≤ N1 and 0 ≤ n2 ≤ N2. Each node lodges (n1 + 1)(n2 + 1) states. 

The ring itself is represented by 4-elements state subvector: (f, r1, r2, r3), 

where f means phase of Erlang distribution and takes values 1..5. Components r1, 

r2, r3 take values 0..2 and describe state of particular segments of the ring. Value 

of 0 means free frame, 1 – “Standard”  packet and 2 – “Best Effort” packet. The 

frame is able to carry a packet consisting of single block. Number of Markov 

states generated by the ring comes to k3
w
, where k – number of Erlang phases,  

w – number of nodes in the ring. 

The whole vector has the form: 

((n11, n21), (n12, n22), (f, r1, r2, r3)). 

Total number of possible states of the model (dimension of transition matrix) 

amounts to:  

S = k3
w
[(n1+1)(n2+1)]

w
.  

For k = 5, w = 3 and N1 = N2 = 3, number of states S amounts to 552.960. For 

N1 = N2 = 8 (still very low, comparing to full simulation model), value of S 

comes to  71.744.535. 

Description of all transitions in Markov chain exceeds the scope of the paper. 

The results of Markovian analysis confirmed correctness of simulation model in 

simple version of QoS management. 

 

6. Conclusions 

 

The removing of overdue blocks (ROB) mechanism of QoS management for 

network traffic containing multimedia streams is proposed. It is intended for use 

in synchronous slotted ring networks with optical packet switching. The aim was 

to ensure delivery guarantees proper for each classes of traffic – delivery time 

guarantee for multimedia blocks and delivery guarantee for standard blocks. For 

remaining data of “Best Effort” class no guarantees are secured. As simulation 

results confirmed by Markovian analysis show, the aim is fulfilled. Especially for 

the Multimedia class delivery time is secured, however loss ratio increases with 

grow of network crowding. Still, even by network load as high as 1.06, loss ratio 
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of multimedia packets does not exceeds 2% of total packets number, what 

ensures good quality of multimedia transmission. 
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Abstract: Multiple regression is a popular mean of modelling an unknown function from 

experimental data. It can be successfully applied to the problem of goodput performance prediction that 

consists in forecasting application network throughput. We conducted an experiment in PlanetLab 

testbed where we implemented a system for performing active data transfer measurements to collect 

various data transfer characteristics that might have an influence on Internet goodput performance 

properties. Collected data has been analyzed to discover  an usable knowledge for goodput performance 

prediction. A regression set might include many properties amongst which we focused in this paper on 

network distance measures. We studied RTT, IP hop number, autonomous system number and 

geographic distance. We constructed different regression sets both for transform regression and linear 

regression to find out what properties should they include in order to produce satisfactory goodput 

performance predictions. We show that in order to predict goodput performance we do not need many 

explanatory variables and both linear and transform regression produce similar results. 

Keywords: goodput, PlanetLab, transform regression, autonomous systems, Internet performance 

knowledge discovery, network distance measures, Internet performance prediction. 

 

 

1. Introduction 

 

If we try to describe network performance then we often think in terms of 

capacity, available bandwidth or TCP throughput. These metrics can be applied 

both to a single hop and to a link between any given two end stations. Internet 

growth is undeniable and nowadays we are in urge demand of a metric that will 

express application performance in the Internet. Goodput can be one of these 

metrics. It resides in application layer of TCP/IP protocol stack and as such does 

not have any strong bounds with underlying measures as for example TCP 

throughput. One may think that if it is located in application layer then it is 

related to TCP throughput but it is not entirely true. It can happen that an 

application will make use of a network in a way that will push other competing 
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TCP flows down or the data flow will not suffice to push the network to its 

current maximum. 

 

 
 

Fig. 1. Network metrics and their corresponding TCP/IP layers 

 

Goodput is given by this simple equation : 

                                      
t

d
g  ,                  (1) 

where g – goodput, d – useful application data, t – transmission time. 

 

By 2013 according to CISCO report [1] 70% of the whole traffic will be 

generated by peer-to-peer applications with tremendously growing video 

increase. We need an efficient manner to engineer global traffic so as to diminish 

growth impact and preserve usability and availability of Internet services. 

Goodput seems to be the best solution as it describes application performance. 

We may use goodput in detour routing, overlay network architecting and local 

peer selection in peer-for-peer networks. In this paper we will try to answer the 

question - if multiple regression can be a satisfactory goodput performance 

predictor? Even if the answer is yes, then still we shall think of such factors like: 

ISP-friendliness and non-invasive information retrieval for the purpose of 

forecasting. Moreover, gathering data - in particular by active probing impacts 

the network - therefore it is beneficial for us to know what metric is the most 

valuable one.  

2. Related work 

 

Goodput prediction is a relatively new area of research. The researches used 

to pay more attention to other network metrics such as capacity or available 

bandwidth. TCP throughput prediction is probably closest to goodput prediction. 

We may list three distinct approaches and groups of predictors in that area: 

• active probing predictors 

• predictors using historical data 
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• hybrid predictors 

 

In case of active probing some number of time-spaced packets is sent and 

based on the dispersion of packets the forecast is made. Predictors using 

historical data usually tend to by quite simplistic – in that group fall various kinds 

of moving averages and median-based methods. It seems that the most accurate 

are predictors constituting the third group. Based on the history they built the 

approximation of an unknown goodput function in multidimensional space and 

before the transfer they send probes to identify the point in the space to obtain the 

value of the function, which is a current prediction. Here we include for instance 

linear and non-linear multiple regression. 

Work [2] predicts TCP throughput by sending periodic probes of constant size 

to servers. It exploits correlation between file size and throughput and uses it to 

built a linear model in which throughput relates to slope of the line. The main 

contribution of [3] is using knowledge of TCP flow patterns to predict future 

TCP throughput. The throughput is measured in the intervals of RTT, next this 

constitutes time series of throughput values that is analyzed to make a forecast. 

This research in principle try to differentiate the behavior of TCP by the way 

a throughput changes. In pattern-based approach authors use time series of 

throughputs measured in fixed intervals equal to RTT time that is estimated at the 

beginning of prediction. [4] joins together active measurements and history based 

data to be inputs to Support Regression Vector method which can have multiple 

inputs and use all of them to make a prediction. The input parameters include 

queuing, available bandwidth and packet loss. [5] starts with a simple analytical 

formula extends the model to include history based and active measurements. 

That results in the hybrid model where at the centre is a regression model – either 

Holt-Winters or EWMA. In [6] the formula based versus machine-learnt models 

of TCP throughput predictions are compared. The methods compared include 

PFTK, SQRT, decision/regression trees and neural network architectures. In all 

cases methods based on the regression frameworks outperform formula based 

models and simultaneously have results which are quite close to each other in 

terms of square error. 

Some research try to predict only single path properties rather than goodput in 

order to design a scalable and low-overhead solution that could be used statically 

in p2p applications. The most successful projects over time have been iPlane [7] 

and coordinate-based system Vivaldi [8]. The difficulty in that case is that 

knowing latency or packet loss does not necessarily lead to accurate goodput 

estimate and relying on stationariness of the Internet, negates its burstable nature 

while active probing alleviates this problem to some extent.  

There is also a difference between the applications of the methods. Not all of 

them can be used in environments that are limited in terms of either network 

resources or calculation capabilities. ISPs head for solutions that avoid 
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overburdening the network and increasing outgoing and incoming traffic thus 

prefer history based approaches. However, in closed distributed systems where 

active probing is not an issue more effective solutions will be welcome. The aim 

is to construct universal and scalable solution that is easy to incorporate in 

existing networks and application deployments. 

A concept of coordinates-based systems emerged recently and shows some 

good properties in case of delay and loss rates expressed that way. If it was 

a metric space we would posses a distance function making things simpler to 

calculate. In case of goodput it would have to be some kind of inverse though. 

Mathematical definition of distance exploits a notion of metric space. Metric 

space is defined as an ordered pair ),( dM  where M  is a non-empty set and 

d is a metric (distance) on this set. The conditions that have to be met are defined 

via the following axioms: 

0),( yxd  if and only if yx                    (2) 

),(),(),( zydyxdzxd  (triangle inequality)                         (3) 

Because the Internet is based on packet switched networks, the packets do not 

have to follow the shortest path thus the triangle inequality is not satisfied 

(except for geographic distance). What we call a network distance: RTT, 

autonomous system number on the path or IP hop number on the path is merely 

an approximation of the metric. It may be more accurate to speak of the shortest 

path when we talk about ASs or IP hops number as the Internet can be also 

perceived as a graph, which lattices are ASs, ISPs, IP addresses or hosts. The 

difficulty in constructing such a structure pushes as towards predictions using 

machine learning algorithms.  

 

3. Experiment setup 

 

We conducted our experiment in PlanetLab testbed. PlanetLab is a world-

wide organization and research network providing academic institutions with 

access to hosts. Its aim is to enable planetary-scale services development and 

research that without managed and open environment must be impeded. 

PlanetLab handles over nodes that belong to user slice with a purpose of active 

and passive measurements. A derivative of PlanetLab - MeasurementLab - is 

currently on track with common effort of PlanetLab society and Google as 

a complimentary solution for passive measurements only.  

We designed a prototype of the system for automatic Internet performance 

knowledge discovery. This implementation could gather data online and update 

users with current state of the chosen Internet portion. We used 20 nodes located 

on 5 continents during 3 weeks time span. Out of 20 we picked up 16 for further 

analysis. During that time we transferred more than 1TB of data with 30 000 
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downloads. On each node we installed HTTP client and server. Transfer 

scheduling occurred through our central management station. We enabled 

concurrent transfers that did not interfere with one another. The application was 

coded in python, we used PostgreSql and IBM DB2 databases as well as PHP 

application management tools suite. Our transfers went through 75 different 

autonomous systems making total of 423 AS-paths. 

 

 
Fig. 2. PlanetLab experiment setup. 

 

4. Results 

 

We have defined 125 features describing transfer properties (Tab. 1). With 

that number of features we needed to have a good selection algorithm. We 

decided to use mutual information based approach implemented in maximum 

relevance minimum redundancy [9] algorithm in order to limit the dimensionality 

of data. We excluded features that describe transfers but are difficult or 

impossible to obtain in practice. That left us with 67 features (Tab. 1).  

 
Tab. 1. Features measured during transfer. 

Feature Feature 

transfer goodput day of transfer 

Probe goodput hour of transfer 

integer alias for client IP number of ases on the path before real transfer 

integer alias for server IP number of ases on the path after real transfer 

Probe file size number of hops on the path before real transfer 

lookup time before probe transfer number of hops on the path after real transfer 

connect time before probe transfer average client load in last 15 minutes 
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total time before the probe transfer is about 

to begin 

average client load in lat 5 minutes 

pretransfer time plus server overhead average client load in last  minute 

total time of probe transfer including name 

lookup etc.. 

average server load in last 15 minutes 

total amount of bytes downloaded for the 

probe 

average server load in last 5 minutes 

number of packets sent by the server during 

probe transfer 

average server load in last minute 

number of packets sent by the client during 

probe transfer 

average goodput of last 5 transfers within 2 

hours time span 

number of ACKs sent by the server during 

probe transfer 

average goodput of last 5 transfers within 2 

hours time span for similar transfers 

number of ACKs sent by the client during 

probe transfer 

geographic distance between hosts 

number of pure ACKs set by the server 

during probe transfer 

number of stop packets sent by the client during 

probe transfer 

number of selective ACKs sent by the 

server during probe transfer 

number of tcp init packets sent by the server 

during probe transfer 

number of selective ACKs sent by the 

server during probe transfer 

number of tcp init packets sent by the client 

during probe transfer 

number of duplicate ACKs sent by the 

server during probe transfer 

idle time of the server during probe transfer 

number of duplicate ACKs sent by the 

client during probe transfer 

idle time of the client during probe transfer 

number of data packets sent by the server 

during probe transfer 

tcp throughput of the server during probe 

transfer 

number of data packets sent by the client 

during probe transfer 

tcp throughput of the client during probe 

transfer 

number of data bytes sent by the server 

during probe transfer 

probe transfer time 

number of data bytes sent by the client 

during probe transfer 

probe data transfer time 

number of packets retransmitted by the 

server during probe transfer 

number of ACKs sent by the client during 

probe transfer 

number of packets retransmitted by the 

client during probe transfer 

day of probe transfer 

number of bytes retransmitted by the server 

during probe transfer 

hour of probe transfer 

number of bytes retransmitted by the client 

during probe transfer 

rtt before probe transfer 

number of packets sent by the server that 

arrived out of order during probe transfer 

rtt after probe transfer 

number of packets sent by the client that 

arrived out of order during probe transfer 

number of asses on the path before probe 

transfer 

number of pushed packets by the server 

during probe transfer 

number of asses on the path after probe transfer 

number of packets pushed by the client 

during probe transfer 

average tcp window scale option for the server 
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maximum segment size of packets sent by 

the server during probe transfer 

average tcp window scale option for the client 

maximum segment size of packets sent by 

the client during probe transfer 

server loss rate for the probe transfer 

minimum segment size of packets sent by 

the server during probe transfer 

client loss rate for the probe transfer 

minimum segment size of packets sent by 

the client during probe transfer 

probe tcp throughput 

average segment size of packets sent by the 

server during probe transfer 

file size of the real transfer 

average segment size of packets sent by the 

client during probe transfer 

number of stop packets sent by the server 

during probe transfer 

 

 

After mRmr initial selection we were left with 20 most relevant features. 

From this set we used backward selection to further reduce the cardinality of 

regression set yet preserve good predictability characteristics. The order of 

importance of the features is presented in the table above: 

 
Tab. 2. Importance order of the features 

 

Nr Correlation Corr. Feature mRmr 

1 0.91 Average goodput of last 5 similar 

transfers 

Average goodput of last 5 similar 

transfers 

2 0.9 Average goodput of last 5 

transfers 

Number of IP hops 

3 0.6 Probe goodput Geographic distance 

4 -0.5 RTT measured before transfer Average goodput of last 5 transfers 

5 -0.4  Geographic distance Probe goodput 

6 -0.32  Number of IP hops Server alias 

7 -0.22 Number of ASes on the path Number of ASes on the path 

8 0.16 Probe throughput Number of ACKs sent by the 

server during probe transfer 

9 -0.16 Pretransfer time Number of packets sent by the 

server that arrived out of order  

10 -0.16 Probe transfer time RTT measured before transfer 

11 -0.15 Average segment size of packets 

sent by the server during probe 

transfer 

Client alias 

12 -0.15 Average segment size of packets 

sent by the client during probe 

transfer 

Number of selective ACKs sent by 

the client during probe transfers 

13 0.07  Server load during last 5 minutes 

before probe transfer 

Average segment size of packets 

sent by the server during probe 

transfer 

14 0.05 Pretransfer time plus server 

overhead 

Server probe throughput 

15 0.05 Number of packets retransmitted 

by the server during probe 

Number of data packets send by the 

client during probe transfer 
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transfer 

16 0.05 File size Hour of transfer 

17 0.04 Server loss rate Client probe throughput 

18 0.04 Number of packets retransmitted 

by the client during probe 

transfer 

File size 

19 0.04 Client loss rate Server loss rate 

20 0.03 Number of bytes retransmitted by 

the client during probe transfer 

Load on the client in the last 

minute 

 

 

 
Fig. 3. Dimensionality reduction procedure. 

 

At this point we had 20 features in regression sets, next step required us to 

decrease their number. 
 

4.1 Reducing the dimensionality of data 

 

Our aim was to minimize number of features required for exact prediction. 

The fewer features are used for forecasting, the better.  We decided to further 

investigate both reduced sets to obtain a smaller yet equally effective explanatory 

variables set. Let us denote setregression _  as a set of 20 variables chosen in 

previous step. This set is constructed for each regression. We could approach the 

problem in two different ways, namely we could either look for the best set 

setregressionR _  so that: 

 RMAPER
R

(minarg*  ),          (4) 

or assume that we will also be fond of reducing the dimensionality of a set in turn 

for slight error prediction growth. MAPE stands for mean absolute percentage 

error. 
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 )_()()(minarg setregressionMAPERMAPERcardR
R

,    (5) 

where   is a permitted error increase. To find such a set we could check all 

subsets of setregression _ or use backward selection as and heuristic approach. 

We used backward stepwise regression with mRmr and Spearman’s rank 

correlation coefficient to assign ranks to variables. We assumed 0 . Here we 

tried to look at the rankings of the variables paying special attention to distance 

measures and order of their inclusion. 
 

4.2 Importance of measures 

 

In [10] we found out that regression can be an efficient goodput predictor. We 

noticed that distance measures are particularly important in our previous research 

[11]. Surprising is the fact that mRmr chooses IP hops number to be the most 

relevant feature in the set whereas according to correlation it is RTT. This can be 

because correlation analyses only two variables at once and mRmr indicates 

which one would introduce more information to current regression set. For 

example if we had to choose two variables only for prediction mRmr would point 

to IP hops and distance but if we had to choose only one it would probably not 

choose IP hops number. What is worth mentioning here is that RTT and distance 

can be calculated with acceptable error from snapshots of the Internet without 

direct active probing. We can do the same for ASes but the error tends to be 

bigger in that case.  
 

Rank 1 2 3 4 

Correlatio

n 

RTT distance IP hops 

number 

ASes 

number 

mRmr IP hops number distance ASes number RTT 

Tab. 3. Measure importance order 

 
4.3 Stepwise regression 

 

Our regression algorithms were included in IBM Data Mining system [12]. 

We investigated and its implementation in this advanced data mining product. In 

case of linear regression it uses adjusted Spearman correlation coefficient to rank 

features. In that case we may override algorithm settings and make algorithm use 

our set of explanatory variables. In case of transform regression we may only 

specify a set from which these variables will be drawn. If the underlying 

selection algorithm performs well it should be close to our findings. At each step 

we removed a variable with the smallest score. If the prediction error increased 

we kept the variable, otherwise we removed it from a regression set. The figures 
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below represent prediction improvement for 12000 records. We used mRmr and 

spearman correlation for variables selection for linear and transform regression.  

Feature selection helps us reduce both dimensionality of data and prediction 

error. Maximum relevance minimum redundancy approach allows us to get better 

results than using Spearman’s correlation. Going further, we decided to take 

a look at an error change as a function of measure (RTT, IP hops, ASes and 

distance). We used mean absolute percentage error for that purpose (MAPE). The 

results are presented in Fig. 5. 
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Fig. 4. Prediction error after successive steps. 

 

In Fig. 5a we can see that there is a visible error growth with the number of 

autonomous systems on the path. However, in case of IP hops the error tends to 

diminish with its increase. In Fig 5c and 5d there is no apparent trend but in the 

middle of the scale the error seems to be smaller. It can be caused by the number 

of observation for each discretized bucket. There are more observations in the 

middle than at the borders of the scales. In all cases MAPE oscillates at about the 

same level which implies that if the nodes lay further (a measure has higher 

values) the prediction error does not change significantly. 
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Fig. 5. Prediction error as a function of measure. 
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At the end we compared convergence speed for: initial sets, sets of 20 most 

important features and final sets with respect to the number of measurements.  

 
Regression Card. 1k 3k 6k 9k 12k 15k 18k 21k 24k 27k 

Linear 67 137.2 61.5 51.3 45.5 40.4 40.6 38.6 37.8 41.4 40.8 

Transform 67 56 41.1 35.9 31.1 29.1 30.5 29.8 27.1 29 29.2 

Linear 20 43.6 33.7 32.3 28.5 30.3 28.6 28.8 28.6 28.3 28.2 

Transform 20 35.4 30.9 27.4 27.7 23.9 24.3 24.5 24.7 24.5 24.3 

Linear 6 34.5 30.3 27.6 26.3 25.8 27 26.4 26.3 26.1 26.1 

Transform 12 36.9 29.9 29.5 24.9 23.4 24.9 24.5 24.1 24.4 24 

Tab. 4. Mean Absolute Percentage Error [%] for different regression sets. 

 

In case of both transform regression and linear regression we can see an 

improvement over previous sets. Linear regression produces slightly worse 

predictions but uses only six variables. The prediction error decreased about 3-7 

% for linear regression. The number of features decreased from 20 to 6. In case 

of transform regression the results are similar but with considerable reduction of 

regression set cardinality after mRmr feature selection. Our research confirmed 

the conclusions from previous study [11] that both IP hops and AS number on the 

path are important variables in goodput prediction. The best set for linear and 

transform regressions contained the features as shown in Tab.5. 

 
Explanation linear transform 

moving average over previous 5 transfers X X 

number of IP hops on the path  X 

geographic distance  X 

moving average over previous 5 similar transfers X X 

probe goodput X X 

number of autonomous systems on the path X X 

number of ACKS sent by client during probe transfer X  

number of packets that arrived out of order during probe 

transfer 

X X 

round trip time  X 

average TCP segment size during probe transfer  X 

hour of transfer  X 

file size  X 

probe loss rate  X 

Tab. 5. Best regression sets. 
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5. Conclusions and future work 

 

Practically the simplest way to predict goodput is using moving averages or 

their derivatives. Alternatively we may take advantage of regression. We 

examined transform and linear regression to find out that linear regression gives 

similar results to transform regression but is far less complex. Transform 

regression performed better – perhaps this difference would be more apparent 

with greater number of hosts/transfers. We selected a regression set with 

maximum relevance minimum redundancy approach. It helps both select an 

effective regression set and reducing the dimensionality of data what was 

confirmed by our study. Prediction error in our experiment oscillated around 

25%. Taking into consideration possible application in the future we should 

answer the question - is it good enough? That depends, in some applications 

more important than small error is preservation of order of hosts that provide us 

with the same service such as the same copy of a file. Nevertheless linear 

regression can be useful in certain situations. Examples can include closed 

service-oriented systems. Such infrastructure does not embrace the whole 

Internet. Instead it usually contains a few hundred nodes or so. An interesting 

characteristic of using regression is that the prediction error is at the same level 

even if network measure has high values.  
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Abstract: This paper is a research proposition which aims at the creation of a software framework 

for the simulation of a  P2P BitTorrent-based IPTV system. Using this framework we are able to analyse 

the statistical characteristics of the P2P  IPTV traffic (mean, variation, autocorrelation) and to determine 

the IPTV traffic flow distribution. This in turn should be used to evaluate the capacity consumption in the 

underlying IP network so as to support IP traffic engineering actions (in the underlay IP network)1. 

Keywords: P2P, IPTV, BitTorrent. 

 

 

1. Introduction 

 

Since the 1950s, television has been a dominant and pervasive mass media; it 

is watched across all age groups and by almost all countries in the world. Over 

the last years, many technological advances were produced by trying to meet user 

needs and expectations in such a widespread media. For example, the large 

number of users that concurrently watch TV initiated the use of IP multicast by 

network operators to provide Internet TV (IPTV) services with low transmission 

costs. Currently we witness how traditional media is converging with newer 

Internet-based services (e.g. Joost, Zatoo, Livestation, and BBC’s iPlayer).  

Traditional IPTV service based on simple client–server approach is restricted 

to small group of clients. The overwhelming resource requirement makes this 

solution impossible when the number of user grows to thousands or millions. By 

multiplying the servers and creating a content distribution network (CDN), the 

solution will scale only to a larger audience with regards to the number of 
                                                           
1 
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deployed servers which may be limited by the infrastructure costs. Finally, the 

lack of deployment of IP-multicast limits the availability and scope of this 

approach for a TV service on the Internet scale. 

Therefore the use of the peer-to-peer overlay paradigm (P2P) to deliver live 

television on the Internet (P2P IPTV) is gaining increasing attention and has 

become a promising alternative [1]. An overlay network is a layer of virtual 

network topology on top of the physical network (e.g. Internet), which directly 

interfaces to users. The primary use of such networks so far has been to exchange 

data over the Internet as a whole [2], although they are also used for data backup 

[3], caching [4] or computing [5]. Overlay networks allow both networking 

developers and application users to easily design and implement their own 

communication environment and protocols on top of the physical network by 

using its infrastructure and by eliminating or distributing the maintenance costs. 

P2P technology does not require support from Internet routers and network 

infrastructure, and consequently is cost-effective and easy to deploy. While 

traditional P2P file distribution applications are targeted for elastic data transfers, 

P2P streaming focuses on the efficient delivery of audio and video content under 

tight timing requirements. P2P-based IPTV service delivery is a new emerging 

area in this category, see Fig. 1a. 

 

 
Fig. 1. a) classification of P2P multimedia distribution techniques;  

b) P2P IPTV network architecture. 

 

From the technical point of view a local user (or peer) acts both as receiver 

and supplier of the IPTV data. Connected to “upstream” peers the user receives 

IPTV data chunks and forwards them to other “downstream” receivers watching 

the program, which in turn can forward it further down in a hierarchy of peers, 

see Fig. 1b. Consequently, such an approach has the potential to scale with group 

size, as greater demand also generates more resources. 
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The success of P2P IPTV stems from two key characteristics. Firstly, to its 

ability to distribute resource consumption among the participating entities, thus 

avoiding the bottlenecks of a centralized distribution. Secondly, to its ability to 

avoid performance deterioration and service unavailability by enforcing 

cooperation. Moreover, by using the existing Internet infrastructure as a medium 

and by exploiting user participation for the creation of the content distribution 

network, P2P IPTV technologies have innovative potential by making any TV 

channel from any country globally available and allowing Internet users to 

broadcast own TV content at low costs. The raising popularity is also confirmed 

by the amount of new P2P IPTV applications that become continuously available 

and by the fact that the traffic generated by such applications has recently 

increased significantly [6]. The most popular P2P-based IPTV frameworks 

include among others PPLive  [7], SOPCast  [8] and Coolstreaming [9]. Large 

volumes of multimedia content from hundreds of live TV channels are now being 

streamed to users across the world. 

 

2. Motivation 

 

P2P applications are posing serious challenges to the Internet infrastructures. 

One of the major problems is QoS provisioning for P2P services. Unlike file 

sharing, the live media needs to be delivered almost synchronously to a large 

number of users with minimum delay between source and receivers. One solution 

is the application of traffic engineering (TE) methods by Internet Service 

Providers (ISPs) to improve the perceived QoS of a P2P IPTV system. However 

the prerequisite to provide better QoS is to measure and/or model the P2P traffic 

flowing through the network in order to identify potential bottlenecks in the 

system. 

P2P IPTV has drawn interest from many researchers and related traffic studies 

have concentrated on measurements of real world data traces and their statistical 

analysis  [10][11]. This approach has significant advantages with respect to the 

reliability of the extracted results, but it is characterized by inflexibility: there is 

no control over the participating peer characteristics and major protocol 

variations cannot be studied without first implementing and then deploying them. 

Moreover, the trace collection process is cumbersome and the data gathered may 

be incomplete. Additionally, the measurements  present a snapshot of traffic 

without yielding information on how certain system parameters influence the 

traffic. Such influence factors, among others, might be: 1) the dynamics of the 

P2P IPTV system wrt. continuous arrivals and departures of nodes (churn); 2) the 

peer node performance; 3) the IPTV traffic demand (that significantly depends 
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on the TV channel popularity); 4) the P2P overlay network topology; 5) the P2P 

protocol (e.g. peer selection, chunks scheduling); 6) the video codec used. 

To avoid those disadvantages of real traffic measurements one can create an 

traffic model. Such a model may either be obtained by analytical methods or by 

simulation. However, large-scale distributed systems are quite complex and to 

build an accurate analytical model might not be feasible. Therefore usually 

analytical models are more or less simplified to be tractable. This leads to models 

that describe the system at a very coarse-grained level and with many uniformity 

assumptions. Moreover, the use of analytical models for P2P systems is hindered 

due to the highly dynamic character of the system: peers dynamically enter and 

leave the overlay, establish and tear down connections, decide on the preferred 

pieces of a data stream and chose to exchange data or not with others peers.  

Taking into account the above statements, for P2P IPTV traffic studies, 

simulative methods appear to be the most promising alternative. Simulators allow 

fast prototyping, provide the possibility to perform large scale experiments, and 

offer a common reference platform for experimentation. 

 

Fig. 2. Classification of P2P live TV streaming systems. 

 

3. Planned works 

 

In the project we propose to build an P2P IPTV simulator in order to 

investigate the traffic behaviour of the P2P IPTV system depending on specific 

P2P network mechanisms and parameter settings. The challenge lies in 

combining relevant features from workload modelling, network architecture 

(topology, protocols), and user's behaviour into a consistent description of a P2P 

system. The key output of the simulation is the P2P IPTV traffic characteristic. It 

comprises amongst others the mean traffic intensity, the variation, the 

autocorrelation and possibly the degree of self-similarity. 

Live streaming - TV

Structured streaming Untructured streaming

Single tree system Mesh systemsMultiple trees systems

Hybrid systems
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In order to build a comprehensive P2P network simulator we have to take into 

account the behaviour of the P2P system in three main categories: individual peer 

behaviour, overlay topology generation, and distribution protocol.  

The individual peer behaviour can be characterized by state models describing 

the idle, down, and active states. The model also includes the method how a peer 

submits and responds to queries and its uptime and session duration. Each of the 

peers has a certain amount of capacity available. The amount may be different for 

each of the peers.  

The video encoding method will have a considerable impact on the generated 

traffic. The process of video encoding is quite complicated [12]. Depending on 

the used encoder there may be huge differences in the output traffic 

characteristics [13][14]. To avoid an excessive parametrization of our simulation, 

we assume that only the average traffic intensity is dependent on the choice of 

the video encoder. All other statistical parameters of the video stream are 

assumed to remain constant and will be set to some well-known values published 

e.g. in [15]  for popular video codecs.  

Peers form an dynamic overlay network topology on top of a transport 

network. Upon joining the network, peers establish links to a number of other 

peers in the network and disband the links while leaving. Query and control 

messages are passed on the links between the peers. The topology of P2P IPTV 

networks is determined by the specific topology formation method, see Fig. 2. 

Distribution algorithms used in non-proprietary P2P IPTV systems are based 

on protocols used in P2P file sharing networks. One widely used protocol is 

BitTorrent. It allows users to distribute large amounts of data without demanding 

not as much network resources from their computers as in case of standard 

Internet hosting. When applied for P2P IPTV, additional adaptations are 

necessary to enable data streaming. 

Knowing the traffic generated by individual peer nodes we can aggregate it 

taking into account the current P2P network topology and the distribution 

protocol. In this way we are able to obtain the characteristics of the overall P2P 

traffic flows. 

Fig. 3 describes the inputs and outputs of the proposed P2P IPTV simulator. 
 

 
Fig. 3. Inputs and outputs of the proposed P2P IPTV simulator. 
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P2P traffic can be broadly classified into two categories: signalling and data 

traffic. The signalling traffic is confined to TCP connection set-up, search queries 

and query replies. It heavily depends on the type of the P2P network (e.g. 

structured or unstructured) and used P2P protocol. The data traffic in the P2P 

IPTV system corresponds to the TV data streams and is much larger compared to 

the signalling traffic although the signalling traffic packets are sent more 

frequently  [11]. To obtain a comprehensive view of the network behaviour, we 

will take into account both types of traffic.  

The main target of the project is the creation of a software framework for the 

simulation of a  P2P BitTorrent-based IPTV system. Using this framework we 

are able to analyse the statistical characteristics of the P2P  IPTV traffic (mean, 

variation, autocorrelation) and to determine the IPTV traffic flow distribution. 

This in turn should be used to evaluate the capacity consumption in the 

underlying IP network so as to support IP traffic engineering actions (in the 

underlay IP network). 
 

4. Previous works 
 

The popularity of P2P applications has led to some research activities wrt. 

P2P network simulators. However, to our knowledge, there are currently no 

simulative implementations of P2P IPTV systems. Nonetheless, there are several 

popular open-source solutions which are able to simulate P2P systems, some of 

them also implement the Bittorent (BT) protocol. Many of the ideas, which are 

used in those implementations may be adopted for the development of P2P IPTV 

system simulators. Generally P2P simulators range from protocol specific to 

general frameworks. 

One of the earliest attempts to simulate BT-like scenarios is the swarming 

simulator described in [16]. The simulator does not implement the full BT 

protocol, and development seems to have stopped. Additionally, the simulator 

abstracts the BT network entities in a rather unorthodox way, making the 

simulator more complex and difficult to extend. Another BT-specific simulator is 

the one used for the work presented in [17]. It is written in the C# language and 

implements the majority of the BT mechanisms. The use of Microsoft's .NET 

runtime environment makes platform independence an issue. However, as with 

[16]. development of the simulator seems to largely have stopped. GPS [18] is 

a Java-based simulator which incorporates a GUI and logging features, in 

addition to the core simulation components. The simulator has been used to 

model the BT protocols, primarily the peer protocol (also known as the peer wire 

protocol). An implementation of a BT simulator, intended for investigating 



173 

 

modifications to the BT system to provide streaming media capabilities, is 

presented in [19]. In [20] authors describe and analyse a full featured and 

extensible implementation of the BT protocol for the OMNeT++ simulation 

environment. They also show enhancements to a conversion tool for a popular 

Internet topology generator and a churn generator based on the analysis of real 

BT traces. 

An ambitious general framework is OverSim [21], which extends the 

OMNeT++ simulation framework. OverSim provides a modular system for 

implementing both structured and unstructured P2P systems with several P2P 

protocols such as Chord, Pastry and GIA. However there is no support for BT. 

Various types of other protocols that are used in underlay networks are provided 

i.e. transport protocols such as TCP or UDP. 

PeerSim [22] is a Java P2P simulator comprising of two distinct simulation 

engines. One is an efficient cycle-based engine, which does not take into account 

many parameters in the protocol stack. The other is a more accurate event-based 

engine, and thus is significantly slower but allows for more realistic simulations. 

Here we have described only a few most popular simulators - for a more 

comprehensive review of P2P simulators see [23]. 
 

5. Research methods 
 

5.1 Implementation issues 

 

In our simulations will use parameters that are obtained from analysis and 

measurement of the P2P IPTV application GoalBit [24]. GoalBit is capable of 

distributing high-bandwidth live-content using a BT-like approach where the 

stream is decomposed into several flows sent by different peers to each client. 

The system has also a built-in mechanism of perceived quality measurement. 

Another advantage of the choice of Goalbit is that it is open source and that its 

specification is well documented. Goalbit has been actively developed and is its 

references are present in academic papers. Other popular P2P IPTV systems and 

applications are either based on proprietary protocols like mentioned earlier  (e.g. 

PPLive [7], SOPCast [8] and Coolstreaming) or their specifications are not well 

documented (e.g. StreamTorrent [25], SwarmTV [26]) or their development 

works have been stopped (e.g. DistribuStream [27], VidTorrent [28]). 
 

The live media can be captured using different kind of devices (such as 

a capture card, a webcam, another http/mms/rtp streaming, a file, etc.). It can be 

encoded to many different formats (MPEG2/4-AVC, VC1, ACC, VORBIS, 

MPGA, WMA, etc.) and stored in various containers (MPEG-TS, ASF, OGG, 
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MP4, etc). The streaming encapsulation, defined as GoalBit Packetized Stream 

(GBPS) is based on the BT protocol. GBPS takes the stream and generates fixed 

size pieces (chunks), which are later distributed among peers in the GoalBit 

system. Finally (at the client side) the GoalBit player reproduces the video 

streaming by consuming the pieces obtained through the GoalBit Transport 

Protocol (GBTP). 

 
Fig. 4. Components of the Goalbit Architecture (source [24]). 

 

There are four different types of components in the GoalBit network, see 

Fig. 4. The broadcaster, the super-peers, the peers, and the tracker. The 

broadcaster is responsible for the content to be distributed i.e. for getting it from 

some source and to put it into the platform. This critical component plays a main 

role in the streaming process. If it leaves the network, the streaming obviously 

ends. The super-peers are highly available peers with large capacity. Their main 

role is to help in the initial distribution of the content - they get the data streams 

from the broadcaster and distribute it to the peers which are the final users of the 

system. The Peers, representing the large majority of nodes in the system, are the 

final users, who connect themselves to the streams for playout. Peers exhibit 

a very variable behaviour over time, in particular, they connect and disconnect 

frequently. The last element, tracker, has the same role than in the BT network. It 

is in charge of the management of the peers in the system. For each channel the 

tracker stores a reference to the peers connected to it.  

Usually, the following steps are involved in the live content generation and 

encoding: 1) Content capturing: the content (audio and video) is captured from an 

analogue signal. 2) Encoding of the analogue signal: in this step the audio and 
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video signals are separately coded to some known specification (e.g.: MPEG2/4-

AVC, WMA). As result at least 2 elementary streams are generated (one for the 

video and one for the audio). 3) Multiplexing and synchronization of the 

elementary streams: this step consists of the generation of a single stream of 

bytes that contains all of the audio, video and other information needed in order 

to decode them simultaneously. 4) Content distribution: the encoded single 

stream is distributed using some transport protocol e.g. RTP, HTTP. 

 
5.2 Implementation issues 

 

Taking into account the review of existing P2P simulators presented in the 

previous chapter it is obvious that few simulators are designed as more general 

tools for system building and evaluation. Even more there is almost no simulator 

code sharing among the researchers and little standardization of the common 

practices [29]. Having the choice between adapting already existing BT 

simulation frameworks, however with poor documentation and without support 

from a community or creating an own simulation framework from the scratch, we 

incline towards the second solution. For that, we plan use the open-source 

simulation tool OMNeT++ propped by dedicated P2P libraries like OverSim  

[30][21]. 

OMNeT++ is a open-source, component-based, modular, open-architecture 

discrete event simulation environment. Simple modules are written in C++ and 

defined in the NED-language. NED is a simple language developed to easily 

insert modules into the simulator. Modules interact with each other by means of 

messages sent through gates and over channels. The simulation executable can 

also be compiled as a command-line variant to get higher simulation speeds. 

Statistics are conveniently managed through specific classes provided by the 

OMNeT++ framework designed to collect simulation data. The modular 

architecture and structure of the OMNeT++ framework allows to quickly and 

easyly extend the core P2P algorithms. Furthermore, the fact that OMNeT++ is 

written in C++ yields the advantage of platform independence and allows us to 

run simulations on a wide variety of operating systems and architectures.  

The simulation of an large scale P2P IPTV scenario (overlay and underlay) of 

turns out to be a very complex task. Packet level simulations do not scale well 

enough to be applied to P2P networks with thousands of peers and taking the 

effects on the underlying IP network into account. We therefore propose an 

approach to build the simulation in two stages, see Fig. 5. The first stage is 

simulating the behaviour at the overlay network layer only. In the second stage 

we plan to introduce more details by additionally regarding the components 

(routers, transport links) of the underlying network. By this two step approach we 
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avoid problems related to simulation model construction, performance, and 

accuracy. In the first stage the system complexity will be kept low. The 

simulation will be based on pure OMNeT++ API libraries. In the second stage 

we go deeper towards a realistic modelling of the network components. We will 

use the INET framework which is an open-source communication networks 

simulation package for OMNeT++. The INET Framework contains models for 

several Internet protocols like UDP, TCP, SCTP, IP, IPv6, Ethernet, PPP and 

several other protocols as well as models of networking devices like routers, 

workstations and servers. Due to the open-source character of GoalBit some parts 

of its code may also be implemented directly in the simulator.  
 

 

Fig. 5. P2P IPTV simulator implementation stages. 

 

To generate the network topology we intend to use the BRITE generator [31], 

which allows to export its results into OMNeT++. For the video traffic 

generation we will use either a specialized multimedia generator [32] or any of 

the available general network traffic generators with parameters tuned for video 

traces.  

Regarding the simulator design we opt for the following: simplicity for 

eliminating simulation complexity, modularity for supporting abstractions and 

facilitating future add-ons, and extensibility for encouraging the model evolution 

by community contributions. Most of the implementation specific characteristics 

(i.e., the features left open in the specification), are to be encapsulated and 

abstracted in order to produce a simulation package that is both concrete and 

extensible. Thus simulations will run without touching the source code, simply 

by editing the corresponding configuration files (e.g. .ini and .ned files), while at 

the same time maintaining the ability to change many aspects of the model 

behaviour. A large number of parameters will be accessible through an external 

initialization file and loaded during the simulation start-up. These parameters will 
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be: amount of different system components used in the simulation run; behaviour 

of different components; delay and bandwidth of the links between the 

components; parameters of specific algorithms (peer selection, data piece 

selection, topology generation, video encoding). 

The simulator will collect various statistical traffic data. In a further work we 

may will also add a GUI to handle the statistics more conveniently. 

 

6. Conclusions 

 

In the  paper we presented is a research proposition which aims at the creation 

of a software framework for the simulation of a P2P BitTorrent-based IPTV 

system. The P2P IPTV simulator might be used by ISPs to support traffic 

management actions in their (underlying) IP networks. Currently traffic 

estimations are based on past experiences of ISP or customer subscription 

information. Alternatively traffic statistics can be obtained by measuring the 

traffic in the operational network. For the computation of the traffic loads it is 

required to combine measurement data from multiple locations in the network. 

By using the traffic and demand values obtained by our P2P IPTV simulator the 

costly and time intensive measurements of traffic statistics in operational ISP 

networks can be significantly reduced. Another potential benefit of the proposed 

P2P IPTV simulator is the possibility to easily investigate novel methods for 

enhancing quality and efficiency of the P2P IPTV system. 
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Abstract: This paper deals with scenarios for establishing Virtual Links (VL) in IP networks.
The VL is established between specialized overlay nodes (S-Nodes) at the top of best effort IP net-
work and it aims at improving the packet transfer characteristics provided by underlying IP network.
For this scope, VL exploits ARQ selective repeat scheme for recovering packet losses as well as the
playout buffer mechanism for assuring constant packet delays. In this paper, we evaluate three scenar-
ios for establishing VLs. The first scenario assumes that VLs are directly established between edge
S-Nodes. In the second scenario, we introduce additional intermediate S-Node and split original VL
into smaller ones, for shortening ARQ loop. In the last scenario, we propose to replace the additional
S-Node with an intermediate transit overlay node (T-Node) with simplified functionality. Applying
T-Nodes improves the efficiency of VL by increasing the number of possible retransmissions, which
can be performed by overlay nodes, maintaining at the same time delay restrictions required by the
VL.
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1. Introduction

Quality of Service (QoS) in IP networks, despite the intense research in recent
years, is still not implemented on a global scale. One of the reasons is the lack of
appropriate QoS mechanisms in equipment currently used in networks. Although
we can use Generic Routing Encapsulation (GRE) tunnels or Multiprotocol La-
bel Switching (MPLS) paths to provide controlled connectivity between selected
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routers, packet transfer characteristics in established in this way Virtual Connec-
tions (VC) may be unreliable. It means, that packets may experience variable trans-
fer delay and packet loss ratio may be at high level. The cause of such disruptions
is that packet transmitted along these VCs shares the same network resources, as
buffers and link capacities, with other packets in the network.

The presence of such hurdles induces to find another potential way towards
QoS IP networks. An approach, which is often taken into account, is the concept
called Service Overlay Networks (SON) [1]. The main intention of introducing
SON is the possibility of uncomplicated deployment of new capabilities such as
multicast ([2][3]), reliability ([4][5]) or anonymity ([6][7]), on the top of the under-
lying network, without the need of modification of existing infrastructure. One of
the value-added services of SON can be the improvement of rough packet transfer
characteristics offered by VC established in the underlying network.

The approaches for assuring QoS by exploitation overlay network presented
so far can be divided into two groups. In the first one, from among many available
paths offered by underlying network with different QoS parameters, overlay nodes
try to find the best overlay path to satisfy given QoS requirements and perform
appropriate traffic control in overlay network, to not deteriorate QoS guarantees
offered by VCs created in underlying networks ([8][9]).

The second group relies on the improvement of packet transfer characteristics
offered by underlying best effort network. This task is performed by specialized
mechanisms implemented in overlay nodes. In particular, the proposed approaches
focus on improving the packet loss ratio offered by the underlying network by
applying the Automatic Repeat reQuest (ARQ, [10][11]), Forward Error Correction
(FEC, [12][13]) or combination of the both above mentioned mechanisms (so called
Hybrid ARQ, [14]).

In this paper we focus on the solution presented in [15], called Constant Bit
Rate Virtual Link (shortly VL). The VL is established with means of specialized
overlay nodes (S-Nodes), which enhance the Hybrid ARQ scheme with the playout
buffer mechanism. It allows us to control both packet losses and the packet delay
variation offered by the underlying network.

We consider three scenarios for establishing VLs. The first scenario assumes,
that VLs are established directly between edge S-Nodes. In the second scenario, we
introduce additional intermediate S-Node and split VL into smaller ones, to shorten
ARQ loop. In the third scenario, we propose an approach for establishing the VL
with so called intermediate transit overlay nodes, shortly T-Nodes. The T-Node is
characterized by simplified functionality in comparison with S-Node. It exploits
ARQ mechanism only for improving packet loss characteristics. Notice, that the
approach relying on a split of ARQ loop is known from the literature, but in our
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Fig. 1. Overlay network with Virtual Link

case, we are taking into account issues specific to the VL. In the VL, the number of
permissible packet retransmissions is limited by allowed transfer delay. Therefore
we propose an algorithm to calculate the moment, when T-Node should give up
retransmitting a lost packet, because there is no chance the packet will be received
by destination S-Node in the assumed time interval. What is worth mentioning, the
proposed algorithm does not require synchronization between overlay nodes.

The rest of the paper is organized as follows. Section 2 describes the details
of the QoS link concept. In Section 3 we present three scenarios for virtual QoS
Link implementation and explain proposed approach to use T-Nodes. In Section 4
exemplary numerical results related to investigated scenarios are reported. Section
5 summarizes the paper and draws some conclusions.

2. Virtual Link concept

The VLs are the links connecting two points in IP network using VCs as un-
derlying path for transferring packets (see fig. 1). The motivation for VL is to
improve the packet transfer characteristics of VC, typically expressed by the values
of QoS metrics such as: IP Packet Transfer Delay (IPTD), IP Packet Delay Varia-
tion (IPDV) and IP Packet Loss Ratio (IPLR) [16]. Since VC is usually provided in
best effort IP network, IPTDV C can be variable, IPDVV C can be far from zero
and IPLRV C can be at the high level (e.g. 10−2).

The aim of VL is to provide packet transfer characteristics similar to offered by
physical synchronous link, those are: (1) constant IPTDV L, (2) IPDVV L zero or
very close to zero and (3) IPLRV L at very low level. Establishing such VLs gives
us possibilities to e.g. design Service Overlay Network with strict QoS guarantees
or circuit emulation service ([17]).

To improve the packet transfer characteristics of VC to these required by VL,
S-Nodes use ARQ retransmission mechanism for reducing packet losses in con-
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junction with the playout buffer to assure constant packet transfer delay.

Fig. 2 depicts the concept of the VL. The incoming packets arrive to the VL
with the maximum rate CV L. The VL starts the transmission of the packets by
putting them to the Selective Repeat ARQ mechanism, where the copies of partic-
ular packets are stored in ARQ retransmission buffer (ARQ RTX). To each packet,
we add the timestamp with information about packet’s arrival time to VL. This
timestamp is used later for recovering traffic profile at the output of the receiving
S-Node. Optionally, if there are no other packets waiting for transferring in the
sending S-Node, transmission of the last arrived packet is repeated. This function-
ality, called as the Packet Duplication Mechanism (PDM), helps to improve packet
loss ratio and avoid possible retransmissions.

The receiving S-Node controls the sequence of the incoming packets to detect
lost or duplicated ones. If a packet is lost, then the sending S-Node retransmits it
based on the received retransmission request or time-out expiration, after checking
if the retransmitted packet has a chance to be received in the assumed packet trans-
fer delay for VL, IPTDV L. After successful reception of the packet, the receiving
S-Node puts it into the playout buffer, which role is to delay the packet depar-
ture from VL for giving chance for retransmissions of lost packets and to mitigate
the variable packet transfer time in VC. We take the consecutive packets from the
playout buffer maintaining the packet inter-departure delays by using timestamps,
which are appointed to the sending S-Node. If a packet arrives too late to main-
tain the traffic profile, the playout buffer simply drops it. Notice, that sending and
receiving S-Nodes do not need to share the same absolute clock. A more detailed
description of VL is presented in [15].

One can conclude that VL may work correctly at the cost of increased packet
transfer delay (IPTDV L > IPTDV C) and decreased capacity (CV L < CV C).
The capabilities for improving IPLRV L comparing to IPLRV C essentially de-
pend on the Dmax value, defined as:

Dmax = IPTDV L −minIPTDV C . (1)

The Dmax is the maximum time a packet may spend in the playout buffer to
recover the traffic profile. At the same time, it expresses the maximum allowed
time for lost packet retransmissions. The sending S-Node submits the packet to
transmission only if the difference between the running time and the packet arrival
time is less than Dmax.
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3. Scenarios for Virtual Link implementation

The basic scenario for virtual link implementation consists in setting direct
VL between investigated nodes, e.g. border routers (see fig. 3A). We call such
established VL “direct Virtual Link”. Direct VL may include to many physical
links. This may lead to relatively long RTT (Round Trip Time) perceived on VL.
Since the efficiency of the ARQ mechanism depends on RTT (by efficiency we
mean loss recovery time interval), the long RTT limits VL’s effectiveness.

To deal with the problem of long ARQ loops (long RTT), we may set a few
smaller VLs instead of unique longer VL (see fig. 3B). We call such a scenario
“multi Virtual Link”. Fig. 3 presents examples of virtual links established between
S-Node1, S-Node2 and S-Node3 as direct VLs (fig. 3A) or as multi VLs (fig. 3B).
Notice that the second case allows the potential profits from the traffic aggregation
on shared VL3 (i.e. multiplexing gain).

However, splitting long VL into smaller VLs is not an optimal solution, be-
cause every intermediate S-Node introduces the additional delay to recover input
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traffic profile. Notice, that delaying packets in playout buffer is not a requisite in
the intermediate nodes, since profile needs to be reconstructed only at the edge
S-Nodes. If we want to maintain end-to-end IPDTV L, then splitting VL into
smaller ones requires appropriate splitting the end-to-end Dmax. Consequently,
each “smaller” VL has available only a part of the end-to-end Dmax for recover-
ing lost packets, what finally may diminish the benefits of splitting VL.

3.1. Semi-direct Virtual Link with T-Nodes scenario

In order to take advantage of splitting long ARQ loop in the case of Virtual
Links, we introduce the intermediate transit nodes, T-Nodes (see fig. 4). The T-
Node exploits only a part of functionality of S-Node, which is responsible for im-
proving packet loss ratio. If a packet is lost, the T-Node performs local retrans-
mission, in contrary to end-to-end retransmission performed in direct VL scenario.
Moreover, the T-Node does not buffer packets for traffic profile recovery of an in-
put stream, but immediately forwards them (even out of order) to the next overlay
node without wasting time in playout buffer; as it happened in the case of multi
VL. The whole remaining time budget for considered packet, can be exploited for
potential retransmissions and delay variability compensation at the further part of
given virtual link. Because packet sequence numbering is made by every overlay
node: S-Node as well as T-Node, between the sending S-Node and the receiving
S-Node there could be one or more T-Nodes. The VL with intermediate T-Nodes
we call “semi-direct VL”.

By introducing T-Nodes, we divide original VL functionality into two layers:
loss control layer (LCL) and delay control layer (DCL - see Fig. 5). Delay control
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layer is implemented only in the end nodes of connection (which are S-Nodes)
and it is responsible for maintaining IPDVV L on zero level (or close to zero).
On the other hand, LCL is implemented in every overlay node (S-Nodes as well
as T-Nodes) and it is responsible for reducing the packet loss ratio. To determine
if any packet is lost, LCL exploits sequence numbers, but retransmission of lost
packet is decided on the basis of timestamps from DCL. Since both layers work
independently, one overlay node could work as S-Node for some connections and,
at the same time, could work as T-Node for other connections.

Let us remark that the introduction of T-Nodes not only effectively shorten the
ARQ loops, but also enables traffic aggregation because each ARQ loop controlled
by T-Node has own sequence number space. What is worth mentioning, the traffic
aggregation at intermediate nodes (S-Nodes as well as T-Nodes) increases overall
efficiency of overlay network due to multiplexing gain.

In direct VL scenario, the maximum allowed time in S-Node for recovering
the lost packets, denoted as drop interval d, is equal to Dmax. But in the case of
the T-Node, a part of Dmax may be already consumed for packet retransmissions
or delay variability compensation on VC between sending S-Node and current T-
Node. In order to increase the efficiency of VL mechanism, we propose to calculate
the optimal value of d for each packet handled by T-Node. Taking into account the
timestamp ts(k) appointed in the source S-Node and receiving T-Node timestamp
tr(k), we calculate the moment td(k), before which the kth packet can exit from
T-Node and it still keeps the chance to reach a destination S-Node in the assumed
time interval limit (IPTDV L), as pointed in formulae 2 and 3.

For the first packet arrival to given T-Node the rule is:

td(0) = tr(0) + Dmax, (2)
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whereas for each following packet the rule is given by:

td(k) = min[td(k − 1) + ts(k)− ts(k − 1); tr(k) + Dmax]. (3)

If kth packet exists from T-Node after td(k), it is surely useless for the receiv-
ing S-Node, because it arrives too late from the point of view of the traffic pro-
file recovery process. Therefore, td(k) determines the moment, when kth packet
should be dropped in T-Node because it has no chance to be received by destination
S-Node in the assumed time interval limit. On the other hand, for times lower or
equal to td(k), T-Node can perform retransmissions, if it recognizes kth packet as
lost. This means that drop interval for kth packet is given by:

d(k) = now − td(k), (4)

where now denotes current time at given T-Node. Note that our approach uses the
difference between sender’s timestamps to obtain drop interval, therefore it does
not require synchronization between overlay nodes.

3.2. Related works

The approaches relying on a split of one multihop ARQ loop into cascade of
smaller loops, have been already investigated in literature. Particularly in case of
heterogeneous paths, which are established through wireless and wired domains,
and therefore consist of links with vastly different characteristics. The example is
a set of Split TCP techniques, analyzed e.g. in [18], [19] or [20]. However, authors
generally have not considered in their studies the problem of assuring strict packet
transfer delay guarantees by controlling a number of retransmissions.

In the context of overlay networks, that issue was investigated by Amir et al. in
[10] and [11]. They propose dividing the end-to-end path into a number of overlay
hops and recover the losses only on the overlay hop on which they occurred. To
bound packet end-to-end transfer delay, they limit number of possible retransmis-
sion to fixed value equals one in every overlay hop.

Our solution differs from the presented above, because it allows variable num-
ber of possible retransmissions for each packet in every ARQ loop, depending on
previous retransmissions of given packet and its current transfer delay. Thanks to
it, we can improve efficiency of ARQ mechanism, maintaining at the same time
constant packet transfer delay required by the VL.

4. Numerical results

In this section, we present exemplary numerical results to illustrate the ca-
pabilities of VLs established according to the proposed scenarios, i.e., direct VL,
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Fig. 6. Simulation scenarios for case 1 and case 2

multi VL and semi-direct VL. We describe performance of VL by the values of
IPTDe2e, IPDVe2e and IPLRe2e, metrics measured between edge S-Nodes. The
VLs are created above VCs characterized by capacity CV C , loss ratio IPLRV C

(independent packet loss probability), minIPTDV C that constitutes the constant
part of packet transfer delay on VC, and variable part of packet transfer delay
IPDVV C . We assume that packets on VC are randomly delayed according to uni-
form distribution from range from minIPTDV C to (minIPTDV C + IPDVV C).
In all the simulations, the capacity of the VL, CV L, equals 0.6 Mbps, while
CV C = 1 Mbps (for each VC). Furthermore, we set the same quality for forward
and reverse VCs.

The details of the traffic conditions are the next: we feed the VL with CBR
traffic of CV L rate and the packet size equals 200 B (it corresponds to the size
of the G.711 VoIP packet with 160 B payload and 40 B of RTP/UDP/IP headers).
In all the simulation cases we assume that desired IPLRe2e provided by the VL
should be not greater than 10−3. This value is the upper bound on packet loss ratio
defined in ITU-T Y.1541 ([16]) for VoIP connections.

We obtained the presented numerical results from simulation in C++. For a
single test case, we simulated at least 4 millions of packets in each of the 10 it-
erations and calculated the mean values with the corresponding 95% confidence
intervals. However, the confidence intervals were not given if they were negligible.

We performed three simulation cases. In the first experiment, we created a
network topology consisting of three nodes connected by two VCs: VCa and VCb
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case 1 case 2
VCa VCb VCa VCb

IPLRV C 5.0 · 10−2 1.0 · 10−3 5.0 · 10−2 5.0 · 10−2

minIPTDV C [ms] 5 25 5 5
IPDVV C [ms] 15 5 15 15
scen. #0: IPTDe2e [ms] 42.3 29.0
scen. #0: IPDVe2e [ms] 19.5 28.5± 0.2
scen. #0: IPLRe2e 5.1 · 10−2 9.8 · 10−2

scen. #1/2/3: IPTDe2e [ms] 120 150
scen. #1/2/3: IPDVe2e [ms] ~0 ~0
scen. #1: IPLRe2e 4.9 · 10−2 2.8 · 10−3

scen. #2: IPLRe2e 2.5 · 10−3 2.1 · 10−3

scen. #3: IPLRe2e 4.2 · 10−4 4.4 · 10−5

Table 1. Simulations results for case 1 and case 2.

(see fig. 6). We compare three scenarios for establishing VL between two edge
overlay nodes (S-Node1 and S-Node3) and one reference scenario:

• Scenario #0: Reference scenario - we do not create any virtual link between
S-Node1 and S-Node3; the packets are transferred directly through VCs.

• Scenario #1: Direct VL between S-Node1 and S-Node3 (see Fig. 6A).

• Scenario #2: Multi VL between S-Node1 and S-Node3 that consists of two
“smaller” VLs (see fig. 6B).

• Scenario #3: Semi-direct VL between S-Node1 and S-Node3 with one inter-
mediate transit node T-Node (see fig. 6C).

In the simulation case 1, VCa was characterized by: minIPTDV Ca = 5ms,
IPDVV Ca = 15 ms. It means, that the packets transferred over VCa suffered rel-
atively high delay variation (from 5 ms to 20 ms) and high IPLRV Ca = 5 · 10−2.
The second virtual connection (VCb) was characterized by minIPTDV Cb =
25 ms, IPDVV Cb = 5 ms and IPLRV Cb = 10−3. We assumed that VLs should
provide constant delay equal to 120 ms.

The results presented in table 1 show that VLs in each scenario (#1, #2 and
#3) assured desirable delay transfer parameters: IPTDe2e = 120ms and negli-
gible IPDVe2e. However, direct VL (scenario #1) did not improve packet loss
ratio comparing to reference scenario #0. The cause is the too small value of
parameter Dmax (Dmax = IPTDe2e − minIPTDV Ca − minIPTDV Cb −
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VCb characterized by: 

IPLRVCb = 10
-3

, minIPTDVCb = 5ms, 

IPDVVCb = 5ms

VCa characterized by: 

IPLRVCa = 5*10
-2

, minIPTDVCa = 5ms, 

IPDVVCa = 15ms

n * VCb

1 2 3 n+23

Edge S-node Edge S-node

Fig. 7. Simulated network topology for case 3

transmission_time), which does not allow to perform necessary end-to-end re-
transmissions required to reduce loss rate significantly. In scenario #2, we set
up two VLs: VL1 and VL2, with parameters DmaxV L1 and DmaxV L2, respec-
tively. To keep assumed IPTDe2e, we introduced the restriction: DmaxV L1 +
DmaxV L2 = Dmax. Since IPLRV Ca > IPLRV Cb and IPDVV Ca >
IPDVV Cb, then we set DmaxV L1 > DmaxV L2 what allows that VL1 performs
more local retransmissions on lossy VCa than the number of retransmission that
VL2 could perform on VCb. This causes an IPLRe2e reduction by about one order
of magnitude in comparison to reference scenario #0 (and scenario #1).

Establishing VL according to scenario #3 (semi-direct VL) enables optimal
exploiting of the time interval Dmax since T-Node does not buffer packets. This
allows for maximum number of local retransmissions during Dmax interval and
causes packet loss ratio reduction by about two orders of magnitude in comparison
to scenario #1 and by about one order of magnitude in comparison with scenario
#2. Notice that in this simulation case only semi-direct VL achieved the desired
IPLRe2e < 10−3.

In the simulation case 2 we assume that VCa and VCb possess the same packets
transfer characteristics as VCa from the first simulation case (see table 1). We
assume IPTDV L = 150ms, what allows for meanly two retransmissions of lost
packets in the case of direct VL and results in loss ratio reduction by about two
orders of magnitude. Since VCs are the same, we set DmaxV L1 = DmaxV L2 =
0.5 · Dmax for VLs established according to scenario #2. Such Dmax splitting
allows that the mechanisms of VL1 and VL2 may perform as well meanly two
retransmissions.

VL established accordingly to scenario #3 allows that lost packets could be re-
transmitted meanly 4 times what results in an IPLR reduction by about four orders
of magnitude in comparison with reference scenario #0 and two orders of magni-
tude in comparison with scenario #1 and #2. Notice that also in this simulation case
only semi-direct VL achieved the desired IPLRe2e < 10−3.

In the simulation case 3 we tested, how long VL can be established in each
investigated scenario, on the path that consists of one VCa and a few VCb (see
fig. 7). The VCa was characterized by IPLRV Ca = 5 · 10−2, minIPTDV Ca =
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No. of
VCb

links

scen. #1: IPLRe2e scen. #2: IPLRe2e scen. #3: IPLRe2e

1 1.1 · 10−4 1.3 · 10−5 4.8 · 10−7 ± 1.5 · 10−7

2 1.7 · 10−3 1.5 · 10−4 2.6 · 10−6

3 2.8 · 10−3 1.9 · 10−3 2.1 · 10−5

4 7.0 · 10−3 6.6 · 10−3 2.2 · 10−4

5 5.4 · 10−2 1.9 · 10−2 1.8 · 10−3

Table 2. Simulations results for case 3.

5 ms, IPDVV Ca = 15ms, whereas VCb was described by IPLRV Cb = 10−3,
minIPTDV Cb = 5 ms and IPDVV Cb = 5 ms. We demand that VL guarantees
the desired IPLRe2e below 10−3 and constant IPTDe2e equal to 150 ms.

Direct VL (scenario #1) is set between edge S-Nodes. Multi VL (scenario #2)
consists of 2 VLs, the first one between nodes 1 and 2, while the second one is
set between node 2 and n+2. Semi-direct VL is set between nodes 1 and n+2 with
intermediate T-Node set on node 2. We set intermediate S-Node (scenario #2) or
intermediate T-Node (scenario #3) on node 2 in order to isolate the lossy VCa with
high packet transfer delay variation.

To achieve desired packet transfer characteristics, (i.e. constant IPTDe2e =
150 ms and IPLRe2e < 10−3) the direct VL can be established from node 1 to
node 3 at the most. Introducing another S-Node into the path and splitting direct
VL into two VLs enables to establish multi VL between nodes 1 and 4 (one VCa

and two VCb), at the most. This means that it is one hop longer than direct VL.
Semi-direct VL with one T-Node enables to extend Virtual Link to node 6 (one
VCa and four VCb), that is three hops longer that standard direct VL and two hops
longer than multi VL.

5. Conclusions

In this paper we proposed the method to establish QoS Virtual Links in overlay
network using transit overlay nodes. Function of T-Nodes is to split ARQ loops
and perform merely local retransmissions of lost packets. Although T-Nodes do
not possess delay control functionality (DCL) of S-Nodes, they exploit timestamps
to determine if a lost packet may be retransmitted or not. T-Nodes take advantage
of allowed time for packet losses and traffic profile recovering (denoted as Dmax)
in a more efficient way than intermediate S-Nodes.
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The proposed and investigated solution of establishing semi-direct VL with
T-Nodes enables radical reduction of loss ratio in comparison to direct VL and
multi VL scenarios and, in this way, it extends the range of possibilities for VL
exploiting. T-Nodes can be used to increase efficiency of both single VLs and
overlaying network as they enable traffic aggregation.
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Abstract: We investigate the traffic characteristics arising from the IPTV stream-
ing service SopCast realized by means of a peer-to-peer overlay network. We perform a
careful measurement study in a typical home environment and analyze the gathered traces
to determine the structure of the P2PTV application, the employed protocol stack and its
related message flows. Our data analysis illustrates the features of the dissemination ap-
proach, partly validates former findings and provides new teletraffic models of the applied
transport service.
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1. Introduction

Currently, the deployment of video content distribution and television ser-
vices over packet-switched networks employing Internet protocols abbrevi-
ated by the term IPTV is a major service component of the triple-play
portfolio developed by major network operators and ISPs worldwide. The
deployment is fertilized by DSL-based high speed access to the Internet in
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residential networks and powerful stationary and mobile terminals includ-
ing multicore PCs, Laptops, netbooks, and 3rd generation handhelds or 4th
generation mobile terminals.
From a network perspective the key QoS issues concern the scalability of the
transport and the resulting quality of experience of the customers covering
both the access and the end-to-end transport delays, the loss of video data
as well as the perceived quality of a received sequence of video frames. Apart
from traditional client-server architectures new peer-to-peer (P2P) overlay
network concepts have been implemented to cope with the enormous band-
width demand of flash crowds of Internet spectators (cf. [12]). This P2P
overlay technology is able to shift parts of the dissemination cost away from
the content service provider towards the transport service provider and the
users. Integrated into new video portals, the video dissemination systems
can offer additional features without any need of set-top boxes exploiting the
capabilities of Web 2.0 or 3.0 technology such as news updates, discussion
forums, immediate ratings of show events, voting services or user chats. Con-
sidering peer-to-peer IPTV (P2PTV) and the transport of recorded videos,
the very first streaming services have included numerous Chinese offers such
as Coolstreaming, TVAnts and PPLive (cf. [1], [4], [10]). The latter support
stored and live video contents with rates between 100 to 800 kbps. In recent
years, several new P2PTV providers like Joost, Zattoo and SopCast have
popped up (cf. [7], [9]). Their emerging service offers grew out of the expe-
rience gained in related P2P projects like Kazaa and Skype.
We have selected a representative subset of these IPTV services, already
recorded a moderate number of traces of prototypical streaming applications
in 2007 and at the beginning of 2009 and performed a statistical analysis
of the peer-to-peer transport service (cf. [7]). In this paper we focus on
the P2PTV system SopCast. To improve the understanding of the trans-
port mechanisms of a P2PTV network, we investigate the structure of the
overlay and the properties of the packet traffic generated during a SopCast
session. For this reason we also analyze the inter-arrival times (IATs) be-
tween packets of the flows exchanged downlink towards a stationary peer of
interest and develop corresponding teletraffic models.
Similar measurement studies of the four different P2PTV applications
PPlive, PPStream, SopCast, and TVants have been performed by Ciullo
et al. [3], Hei et al. [4], [5], Liu et al. [8], Silverston et al. [13], and Tang et
al. [14] among others. Regarding SopCast the most detailed and informa-
tive study by Tang et al. [14] used a PlanetLab implementation to reveal the
overlay structure by means of a distributed measurement approach. Inspired
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by this concept, we try to analyze the SopCast structure by a passive single-
point measurement, to validate Tang’s results and to develop new workload
models related to the packet level for the exchanged control and video traffic.
The rest of the paper is organized as follows. In Section 2. we provide an
overview of IPTV services. In Section 3. the measurement and data collec-
tion settings are described. In Section 4. the data analysis and modeling
of typical P2PTV packet traffic arising from SopCast sessions is discussed.
Finally, some conclusions are drawn in Section 5..

2. The IPTV concept

Internet Protocol Television or TV over Internet called IPTV denotes the
transport of live streams and recorded movies or video clips by means of
advanced packet-switched Internet technologies and is a quickly emerging
service of the evolving multimedia Internet and next generation networks
with their stationary and mobile terminals. ITU-T [16] has vaguely defined
the term as multimedia services which are transported by IP-based networks
and provide a required level of quality of service, quality of experience, se-
curity, interactivity and reliability. It intends to identify scenarios, drivers
and relationships with other services and networks to isolate corresponding
requirements and to define an appropriate framework architecture. The lat-
ter may follow the traditional design of current content distribution systems
(see Fig. 1).

Fig. 1. Transport model of a content distribution system with associated protocol stacks.
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The types of content distribution are rather diverse. Following Hossfeld et
al. [6], [15] (see Fig. 2), they can be classified according to their real-time
properties, the type of use, the dissemination processes established towards
the viewing entities, and the connection patterns in the overlay architecture
of the application infrastructure which stores and offers the content. The
second item allows us to distinguish among video-on-demand (VoD), network
based virtualized and personalized online video recorders (nPVR) governed
by an electronic program guide (EPG) or the user’s interactivity and Live-TV
streaming systems. The last item generates the categories of broadcast, mul-
ticast and peer-to-peer overlay networks among viewing entities which can
offer streaming and download functionalities for requested or recorded video
contents. The application architecture can rely on the traditional client-
server paradigm or follow a peer-to-peer principle to disseminate the content.

Fig. 2. Classification by the type of the content distribution (cf. [6])

The P2P design of
the corresponding sys-
tems follows the clas-
sical layout of over-
lay networks with
additional stream-
ing functionality. It
means that the man-
agement, control and
primary content dis-
tribution is provided
to the overlay peers

by a highly available cluster of layer 1 servers. After the client has contacted
the super node and control servers at layer 1 the seeder list of the feeding
peers is distributed by the latter. We refer to the literature for further dis-
cussion of the underlying concepts and their first measurements, see e.g. [4],
[5], [9], [10], [14] (also [7], [11], [13]).

3. Measurement of Live-Streamed P2PTV Traffic

To achieve an efficient performance engineering of a next generation Internet
with new triple-play services, we need to study the features, advantages and
drawbacks of the content distribution by a peer-to-peer overlay network and
to analyze the associated traffic streams of the new services. Therefore, we
have performed an extensive measurement study of the P2PTV platforms
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Joost, Zattoo, PPLive and SopCast. Our preliminary results concerning the
first three systems have been discussed in [7] (for similar studies see [4], [5],
[8], [13], [14]). Thus, we focus in this paper on the service offered by SopCast.
In this section we discuss our measurement setting of an ADSL access to the
Internet by a typical German customer premises network and describe the
data collection and preprocessing of prototypical P2PTV traces.

3.1. Measurement setting

During the second quarter of 2009 a measurement study has been carried out
by the Computer Networks Laboratory of Otto-Friedrich University Bam-
berg, Germany, to collect traces of representative SopCast sessions. It has
focussed on two typical scenarios covering both a wireline and a wireless
access to the Internet.
The test bed depicted in Fig. 3(a) has been developed to study first of all
the basic operation of the P2PTV streaming system SopCast subject to dif-
ferent access technologies in the typical home environment of a customer.
In the wireline scenario the SopCast client running on a Lenovo Thinkpad
T61 Laptop with 2 GHz Intel Core 2 Duo T7300 processor, 3 GB RAM
and Windows Vista 64 Bit is connected across an Ethernet link by a home
router with ADSL modem to the ISP’s public point-of-presence and then
by the Internet to the peers of the SopCast overlay cloud. The latter pro-
vides an asymmetric Internet access of a representative residential network
with a maximal download rate of 6016 kbps and an upload rate of 576 kbps
where the actual ADSL rates are smaller due to the impact of damping on
the access line and multiplexing effects. In the wireless scenario the client
is running on a desktop PC IBM Thinkcentre with 2.8 GHz Intel Pentium
4 processor, 512 MB RAM, Windows XP Home, and attached to the corre-
sponding ADSL router by a Netgear WG111 NIC operating the IEEE802.11g
MAC protocol over a wireless link.
Our measurement study aims to determine the following basic issues of the
SopCast dissemination concept related to 4 orthogonal criteria:

• Overlay structure: The overlay network is analyzed to determine the
number of peers per P2PTV session, their geographical distribution,
the preference distribution among peers and the realization of a tit-
for-tat load distribution strategy.

• Protocol stack: We analyze the protocol features applied for control
and video content traffic and their related message exchanges. In
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particular, the signaling and management message exchange including
overlay network establishment, maintenance and control is studied.

• Overhead analysis: The overall amount of transported traffic, its video
and control proportion and the resulting overhead are investigated.

• Traffic characteristics: The structure of the transferred packet streams
including inter-arrival times (IAT) and packet lengths are analyzed.
Further, the individual peer connections and the overall traffic stream
of a P2PTV session are investigated and include an analysis of the
distinct inbound and outbound traffic portions of a selected P2PTV
client.

In our further study we focus on the scenario of a wireline access to the
Internet.

3.2. Collection and preprocessing of the streaming data

Traces arising from live-streamed soccer matches during representative Sop-
Cast sessions of approximately 30 minutes have been gathered by Wireshark
(cf. [21]). The observation point was the stationary host of the SopCast
client with the private address 10.59.1.106 connected by Ethernet to the
gateway router. In a preprocessing phase the traces have been cleaned from
all non-streaming traffic components and analyzed by Capsa Professional
(cf. [17]). In general, the latter sessions have generated a traffic volume of
136 to 138 MB.
Both TCP and UDP are employed by SopCast as transport protocols to
perform the topology discovery and maintenance tasks of the peer-to-peer
mechanism in the overlay network as well as the control and delivery tasks
of the video content dissemination among the involved peers. Preprocessing
has also revealed that in both scenarios SopCast uses approximately 1000
different ports to operate the delivery of the video content in terms of smaller
chunks (cf. [14]). In the considered private environment without any strin-
gent restrictions on the admitted flows by a firewall only 0.04 - 0.05 % of the
traffic volume is generated by TCP to manage the registration and authen-
tication tasks during the set-up of a session and the video selection phase
while all other tasks are handled by UDP flows. Considering the directional
distribution of the traffic flows it has been recognized that SopCast generates
an upward/downward byte ratio of approximately 1:4 whereas the older P2P
streaming protocol PPLive has generated for comparable streaming sessions
a two times higher ratio of 7:13 and a bigger TCP proportion of 6 - 7 %.
The visual inspection of the Ethernet frame lengths of all flows instantiated
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during a session between the observed SopCast client and the communicating
peers by a scatter plot and the histogram (see Fig. 3(b) for typical session
data) illustrates the dominance of the atoms at the seven characteristic foot-
prints 62, 70, 84, 86, 90, 94 and 1362 bytes by UDP payloads of 20, 28, 42,
44, 48, 52 and 1320 bytes in agreement with [14].

(a) (b)

Fig. 3: Test bed of the wireline and wireless Internet access (a) and a histogram of the frame
lengths during a typical SopCast session (b).

3.3. Peer distribution

The preprocessing of the traces by means of MaxMind [20] and GeoIP [19]
APIs has revealed the correlation of the IP address of the peers involved in
SopCast sessions and the countries of the corresponding hosts. It confirms
the strong dominance of Chinese peers (see Fig. 4(a) for a typical constel-
lation). Compared to PPLive the European user community is a bit larger
(see Fig. 4(b)).

4. Analysis and Modeling of SopCast Traffic

Inspired by the detailed investigation and insights of Tang et al. [14] that
were derived from a distributed measurement approach, we intend to validate
and extend their corresponding modeling based on our single-site observa-
tion.
SopCast establishes a peer-to-peer overlay network on top of the packet-
switched TCP/IP transport network and applies a pull mechanism to dis-
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(a) SopCast (b) PPLive

Fig. 4. Geographical peer distribution.

tribute the video content among all peers looking to a certain live TV chan-
nel or recorded video stream. The latter are described by an object space
O = {O1, . . . , Om}. The peers form an overlay structure of common interest
called neighborhood community (cf. [14]). They can be described by a set
P(Oi)(t) = {p1(t), . . . , pn(t)(t)} ⊂ U of peers depending on the viewed object
Oi and the observation time t ≥ 0. We assume that the potential population
of peers pi is large but bounded belonging to a finite universe U . At each
epoch t the latter communication relation can be modelled by a neighborhood
graph GN = (VN , EN ), VN = P(Oi)(t) (cf. [14]) which dynamically evolves
in time since peers may join or leave this community of common interest.
In the following we omit the superscript and time parameter since we focus
on one specific content at a certain time t or the average behavior over an
observation interval [0, t].

4.1. Classification and structure of the message flows

We disregard the initialization phase of contacting the SopCast Web page
and the registration, authentication and video selection steps which generate
TCP traffic flows. In our data analysis we focus exclusively on the follow-
ing dissemination phase which generates UDP flows. According to the pull
mechanism of the overlay system we can classify the UDP traffic into con-
trol flows which are arising from the topology generation and maintenance
tasks of the overlay structure and UDP flows of video content. The latter
transfer a segmented and streamed video object by sequences of replicated
chunks which are exchanged among the peers p ∈ P(Oi) and reassembled by
an observed home peer p1 playing out the content to the user.
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The control traffic is used to establish and maintain the overlay network.
Investigations of Tang et al. [14] have revealed that the generated overlay
topology EN of the undirected neighborhood graph GN can be determined
by the communication connections {pi, pj} ∈ EN . They are established by
means of the UDP transport protocol along a transport path in the under-
lying router network between the two peers pi, pj ∈ VN . We have validated
that the latter association is indicated by the exchange of a Hello set-up
message identified by the unique UDP payload of 52 bytes (or, equivalently,
a 94 bytes long frame captured on the physical link which is caused by an
overhead of 42 bytes due to the headers of Ethernet (14 bytes), IP (20 bytes)
and UDP (8 bytes)). The confirmation in a two-way handshake procedure is
done by a UDP packet of 80 byte payload or 122 bytes on the wire. Further
control information with 58, 60 or 94 bytes UDP payload (100, 102, 136
bytes on wire) can follow.
During their lifetime established connections are maintained by a heartbeat
signal. The latter is identified by a keep-alive message exchange of 42 bytes
UDP payload (84 bytes on wire) which is acknowledged by the receiver with
a normal 28 bytes message. These control flows contribute substantially to
the overall message exchange.
A normal control message exchange is confirmed by UDP packets with 28
bytes long acknowledgments (70 bytes on wire). Further unknown control
traffic is generated with a payload of 20 bytes. Peer list information is ob-
viously exchanged by UDP packets with 958 bytes payload (1000 bytes on
wire).
Our one-site measurements could clearly reveal this flow structures. In this
way they confirm Tang’s [14] results that are generated by a distributed
monitoring approach of higher complexity without a need.

4.2. Hierarchical modeling concept for control and video traffic

As pointed out we have to distinguish during a session the control and
content flows exchanged between two related peers pi, pj ∈ VN in oppo-
site directions. This video data exchange defines a directed video graph
GV = (VV , EV ), VV ⊆ VN (cf. [14]). e = (pi, pj) means that a stream of
requested video chunks called micro-flow is traveling from peer pi to pj on
request of pj . If we disregard the exchange of messages and set {pi, pj} ∈ E′V
if (pi, pj) ∈ EV is given, we can embed the resulting undirected video graph
as subgraph G′ = (VV , E′V ) into GN .
In SopCast the chunk request of a peer is indicated by a UDP message with
46 bytes payload (88 bytes on wire) followed by a 28 bytes ACK packet.
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Our investigations have validated this finding of Tang [14]. Furthermore, it
seems that messages of 48 bytes payload (90 bytes on wire) act as trigger
for a retransmission of certain chunk sequences.
The directed video graph allows us the describe the exchange of chunk se-
quences among the peers of the overlay structure by appropriate teletraffic
models. For this purpose the video graph GV is extended to a flow graph
(cf. [2, Chap. 26.1, p. 644ff]). To create it, we add both a capacity function
c : VV × VV −→ IR+

0 and a flow function f : VV × VV × T −→ IR+
0 . It

assigns to each micro-flow (pi, pj) from pi to pj its throughput as flow rate
f(pi, pj) ≥ 0 and an attribute t ∈ T = {t1, . . . , th} which determines the
flow type. It allows us to distinguish between the different types of control
and content flows. The latter rate is recorded by averaging the monitored
exchanged packet or byte volumes in a monitoring period [0, t]. The capacity
function c of a link in the overlay network is determined by the bottleneck
capacity of the underlying path w(pi, pj) in the router network and nor-
mally unknown. However, one can additionally measure it by appropriate
bandwidth estimation techniques and determine the length (i.e. hop count)
l(pi, pj) and round trip delay R(pi, pj) of the route in the transport network
by path-pinging the corresponding hosts of the peers. Currently, this options
are developed in a corresponding monitoring tool based on the JAVA API
of Wireshark. To get it for both directions, it is however necessary to im-
plement a measurement instrumentation in the peers feeding the home peer.
This requires an expensive instrumentation of the complete infrastructure,
for instance, by PlanetLab.
In summary, we obtain a hierarchical model in time and space. In the neigh-
borhood graph GN of an object Oi we can assign and determine by our
measurements the size of VN and the sojourn time of a peer pi ∈ VN as well
as the lifetime L(pi, pj) of each connection {pi, pj} ∈ VN exploiting the Hello
and keep-alive flows. It can be used to determine the churn rate, i.e. the
average number of peers changing the affiliation during the measurement
interval (cf. [14]).
Further the related inter-arrival times of the connection set-up requests indi-
cated by the 52 bytes Hellos can be determined for individual peer relations
(pi, pj) ∈ GV and superimposed outbound flows (pi, VV ) ≡ {(pi, pj) ∈ EV |
∀pj ∈ VV } or inbound flows (VV , pi) ≡ {(pj , pi) ∈ EV | ∀pj ∈ VV } of a home
peer pi.
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4.3. Classification and characterization of P2P packet traffic

The weighted directed graph G = (VV , EV , c, f) arising from the flow graph
in a measurement period [0, t] will enable us to analyze the structure of the
flows of control and content traffic in a SopCast overlay network and to
characterize their major properties. According to our experience the cor-
responding preliminary results presented in [1] based on simple estimates
of the transferred volumes are not accurate enough. Therefore, improved
bandwidth estimation techniques need to be applied along the routes be-
tween content exchanging peers. At present, we can only provide a prelimi-
nary data analysis reflecting these structural properties of a session since the
bandwidth estimation analysis is under development and only partial results
are available yet.

4.3.1. Hierarchical peer structure of a SopCast session

An analysis of our traces has shown that connections to more than thousand
different peers are established during the lifetime of a video session which
embed an observed home peer into a dense mesh of the overlay network
(see Fig. 5).

Fig. 5: Partial view of the IP matrix of hosts
connected to the home peer at 10.59.1.106.

The investigation of the transferred
accumulated volumes among the peers
of the video graph G, in particular the
number of packets and the byte vol-
umes flowing inbound and outbound
to a home peer, illustrated in our ex-
ample by the client at 10.59.1.106 , re-
veal the hierarchical structure of the
overlay. This criterion allows us to
distinguish three levels of peers asso-
ciated with a home peer in G during
a session, namely super peers, ordi-
nary peers and supplementary peers.
The first provide more than 10 % of
the volume exchanged with a home
peer and consist of less than 5 peers
with high upload capacity, the second
group offers between 1% and 10% and

the third group less than 1 % (see Fig. 6).
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In our example the home peer is located in a residential network with limited
access capacity of the ADSL line in the range of 500 kbps. Such nodes do
not contribute significantly to the exchange of chunk flows as illustrated by
Fig. 6. One can see that the contacts with the super peers are dominating
the exchanged volumes confirming former findings (see [14]). They demand
the development of an adequate teletraffic model of the downloaded chunk
streams. Moreover, we notice that a tit-for-tat strategy is not applied by the
normal or supplementary peers during the dissemination of video data.

4.3.2. Control flows of a SopCast session

The scatter plot of the frame lengths of all Ethernet packets captured during
a representative TV session and the corresponding histogram of the lengths
of all exchanged frames illustrates the dominance of the control flows trans-
fering ACKs at 28 bytes UDP payload, the keep alives at 42 bytes, the video
requests at 46 bytes, compared to the majority of chunks with a maximal
size of 1320 bytes carrying the video content (see Figs. 7(a), 7(b)).
Furthermore, it supports the already proposed concept (cf. [14]) to distin-
guish control traffic by a UDP payload length less than 150 bytes (192 bytes
on wire) and to classify higher packets with payload length beyond 150
bytes as content traffic. Hereby traffic fulfilling some specific functions like
the peer list exchange which we suppose to arise at 958 bytes UDP payload
may be misclassified. We are convinced that due to its sporadic nature the
resulting mistake in traffic classification at the packet or flow levels can be
disregarded.
An analysis has also shown that super peers are contacted by a requesting
peer (i.e. home peer) in a periodical schedule of around 10.26 ms. Normal
peers feeding less to other peers are obviously contacted on the basis of a ran-

Fig. 6: Top 10 hosts feeding and fed by the home peer at 10.59.1.106 during the lifetime of a
session.
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(a) outbound control traffic (b) overall outbound traffic

Fig. 7. Scatter plot of the packet lengths of a typical flow from the home peer to a neighbor.

dom schedule. Consequently the overall keep-alive traffic flowing outbound
from an observed home peer to all its neighbors shows a random structure,
too. In our example, for instance, we have observed a mean inter-arrival
time between issued keep-alive requests of 51 ms, a median of 6.5 · 10−5 and
a standard deviation of 127 ms. Similar results apply to individual or ag-
gregated keep-alive flows reaching the home peer.
At the IP packet level the outgoing aggregated keep-alive traffic of a home
peer can be modelled in a first step by a renewal stream with bivariate
inter-arrival time density of normal and gamma shaped components and in-
dependent constant IP packet sizes of 70 bytes. An ln transformation of the
measured inter-arrival times has revealed this structure (see Fig. 8(b)).

4.3.3. Video traffic characteristics of a SopCast session

In the following we focus on the packet transfer processes feeding a peer
on the downlink to the home environment. The reason is that it represents
the more important direction of the information exchange which should be
handled effectively by the transport infrastructure of a network operator.
Studying a P2PTV session at the time horizon of the UDP flows from the
perspective of an initiating peer p1, we note that first several control flows
are instantiated for the initial opening of several connections to the ordi-
nary and super peers indicated during registration in the downloaded peer
list. After the establishment of the neighboring graph the communication on
the video graph is started. It implies the simultaneous existence of several
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(a) (b)

Fig. 8: Scatter plot of the IATs of a keep-alive stream sent by the home peer at 10.59.1.106 to a
super peer at 219.160.168.172 (a) and a histogram of the ln transformed IATs of the aggregated
keep-alive stream sent outbound by the home peer (b).

micro-flows f(pj , p1) which exchange video chunks between the monitored
home peer p1 and its neighbors pj . Each micro-flow consists of multiple
consecutive packet sequences. Each one comprises a pair of a video request
on the uplink and the requested chunk packets on the downlink. Exchanged
between the feeding peers pj and p1, they create the superimposed inbound
flow (VV , p1) to the home peer. Similar to client-server traffic modeling, the-
ses pairs can be identified by a request Ethernet packet of length 88 bytes
which decomposes the incoming flow of a certain peer pj into several chunk
sequences. They are answered by video contents with a maximal Ethernet
packet length of 1362 byte, i.e. 1320 bytes UDP payload, and acknowledged
by p1 with packets of 28 byte UDP payload. This structure can be used to
segment a micro-flow of incoming content or outgoing ACK packets from a
home peer p1 to any other peer pj ∈ VV according to the request packet se-
quence of the home peer. Focussing on the dominant inbound content flows
sent by super peers, e.g. 150.237.180.164, an investigation of the inter-arrival
times has revealed that the chunks are sent at a major time horizon of 2 ms
(see Fig. 9(a)). Due to buffer effects very small inter-arrival times can oc-
cur (see Fig. 9(b)). A logarithmic transformation of the inter-arrival times
between chunks illustrates that at this transformed time scale a log-logistic
inter-arrival time density may be proposed as first step to model the packet
flow of video contents by analytic means. Taking into account the dominant
maximal chunk size of 1320 bytes, a corresponding renewal stream with a
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(a) (b)

Fig. 9: Scatter plots of the IATs of a chunk stream sent by to the home peer at 10.59.1.106 by a
super peer at 150.237.180.164 (a) and the IAT vs. the frame length (b).

Fig. 10: Adaptation of a log-logistic distribution to the ln transformed IATs of a chunk stream
sent by to the home peer at 10.59.1.106 by a super peer at 150.237.180.164.

constant packet size of 1348 bytes is therefore proposed as workload model
at the IP layer (see Fig. 10).
In summary, the outcome of the SopCast overlay structure yields a hier-
archical aggregated flow model of superimposed micro-flows in upward and
downward direction to a home peer. However, the control and content flow
components of the opposite directions are correlated due to the operation of
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the push protocol. Thus a complete analytic modeling at the packet level
seems to be beyond the capabilities of our current modeling techniques. As a
consequence the packet process of the superimposed inbound flows towards
a home peer should be described in a first step by an aggregated marked re-
newal stream with heavy-tailed inter-arrival times and the maximal packet
lengths of the video chunks as rewards. Here the number of flows can be
modulated by the actual number of active super peers.

5. Conclusions

Considering the current development of new multimedia services as an in-
tegral part of Web 2.0, application service providers and network operators
have assigned the highest priority to the integration of triple-play services
including VoIP, video streaming and video on demand as well as IPTV into
the portfolio of their next generation networks. In this regard new video
portals like Joost, Zattoo, PPLive or SopCast offering streaming of stored
or live TV contents have become a rapidly emerging new commercial offer
in the Internet.
In this paper we have investigated the traffic characteristics of the IPTV
streaming service SopCast whose content dissemination and control planes
are implemented by means of a peer-to-peer overlay network. We have fol-
lowed the classical approach of a passive measurement at a single point in
the overlay network and focussed on the data analysis and teletraffic mod-
eling of the exchanged control and content flows at the packet level.
First, we have described the home scenario of our measurement study and
then the analysis of the gathered traces to determine the structure of a
SopCast session and the employed protocol stack with its related message
flows. Confirming previous results, e.g by Tang et al. [14] and Ali et al.
[1], we have realized that only a small fraction of peers mainly consisting of
powerful machines with high upload capacity have contributed to the video
dissemination. Moreover, we have seen that the UDP flows of the video
data messages of a SopCast client are governed by a very complex distri-
bution of the inter-arrival times between the datagrams. The packet length
of the latter has major clusters of the UDP payload around 28, 42, and 52
bytes covering the control traffic and at 1320 bytes for the content traffic
of transferred video chunks, respectively. Moreover, we have noticed that a
tit-for-tat strategy is not applied by the peers during the dissemination of
video data. Finally, we have proposed to model the IP micro-flows of video
content within a session in a first attempt by a renewal stream with indepen-
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dently marked packet sizes of 1348 bytes whose logarithmically transformed
inter-arrival times are governed by a log-logistic distribution.
We are convinced that new video portals like SopCast or Zattoo that offer the
access to video streaming of shows or live TV channels constitute a promis-
ing new revenue path for next generation Internet. The embedding into Web
services providing the rich features of future Web technology will enable a
fast growing demand in the coming years and the related peer-to-peer traffic
on the transport network of a convergent next generation network with its
stationary and mobile clients will generate many challenges for performance
engineering.
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Abstract: This work presents selected early results of simulation experiments of 3D mesh 
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1. Introduction 

 

Virtual Reality (VR) techniques use computers to build, present, and allow for 

user interaction with simulated environment. Whether VR is based on real or 

artificial data, this form of interaction is reported as being in many ways similar 

to the exploration of natural environment [1]. It is therefore a natural medium for 

entertainment, education, data visualization, telepresence etc. The popularity of 

VR is growing steadily over the past years with improvement of hardware 

capabilities allowing for ever increasing user base and better Quality of 

Experience (QoE). The realization of VR service usually requires, beyond 

traditional multimedia data types, 3D object description, commonly being mesh 

of vertices [7]. This data type can occupy a substantial portion of the whole VR 

data, and its effective transmission is a complex problem [4]. 

From network perspective, the process of interaction in VR is quite different 

than video/audio transmission. While both share the necessity of adapting to 

network conditions (i.e. by using scalable streams [2] and rate distortion 

optimization), the interaction is dynamic in nature, as it is the user who decides 
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what part of the content is to be send over the network. This makes tasks such as 

traffic prediction, congestion control and buffering difficult. 

As the quantity of 3D data is expected to grow, it is of importance to analyze 

the properties of its transmission. The key element for this is an accurate model 

of 3D data source. Unfortunately, due to many different used technologies and 

applications, formulation of such model is difficult. To the best of authors' 

knowledge, there is no universally accepted model of 3D data transmission yet. 

We view the definition of VR exploration models and collecting experimental 

data an important step for such model construction. To this end, we propose 

a model of VR browsing, and present the results of early experiments 

investigating its behavior. Our VR model consists of  a randomly placed 

collection of 3D objects (meshes). Each mesh is stored in progressive form [3], 

allowing for transmission of only part of the total data at a time, improving the 

quality of rendering presentation at client's end. The transmission of progressive 

3D data [5,6] is a result of user moving about the VR – at regular time instants, 

his position changes, and, if needed, an update for each object is sent. The user 

motion is simulated by a random walk. 

We focus on network aspect of the VR exploration. We observe the delay 

between time a position is updated, and the time all data required for updated 

position scene rendering is transmitted. Within this delay, the lack of data 

produces (on average) a drop of quality (below predefined limit). We investigate 

this behaviour in experiments with and without coexistent TCP/UDP traffic. The 

model was implemented using OMNeT++ [8] simulation framework with INET 

[9] TCP/IP model suite. 

  

2. Model's architecture 

 

The objective of our model is to simulate a simple remote VR exploration 

process, where position change results in sending update of 3D models. With 

each 3D object in VR stored in progressive form, the update size is relative to 

distance of user position to the models in VR. 

The model uses a client-server architecture. The role of the server is to store 

3D objects (meshes), keep a history of data transmitted to a client, and respond to 

client's request by sending data updates. The role of the client is to present 

(render) the 3D data, get user input, and transmit position change of the virtual 

observer to the server. 

Each 3D mesh is stored in progressive form and has its own location (x,y) in 

the virtual world. The progressive form allows us to send an incomplete object 

(with only a small subset of vertices/triangles) and then update it when needed. 

The controlling parameter is the vertices/triangles density per display unit, as it 

directly relates to the perceived quality of object's rendering (an importan part of 

overall QoE). When user's position in the virtual world changes, so does the 
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distance to the object. If the distance decreases, the object will occupy a larger 

portion of client's rendering window. In that case, to sustain the quality, a update 

of object data must be send, to keep the displayed density on required level. 

This scheme forces data transmission when needed, instead of requiring 

transmission of the whole world (including parts that may not be seen during 

exploration process). The basic algorithm of VR exploration is as follows: 

1. Server is started, loads the objects and their positions; 

2. Client is started, makes connection to the server, transmits initial position 

of the observer; 

3. Server responds with initial data for object rendering resulting from initial 

position; 

4. Client sends the observer’s position update, resulting from observer’s  

decision; 

5. Server responds with update of object data (if needed); 

6. If exploration is not finished, goto 4. 

In the following simulation experiments, we incorporated the following 

browsing model in the client: 

1. Produce the random position offset; 

2. Delay a given number of milliseconds. 

 

We are interested in the dynamic component of the browsing quality. While 

all of the requested data will be eventually successfully transmitted, at each time 

instant, there may be unfulfilled requests, resulting from data requested but not 

yet received. This quantity we denote by hunger_factor, and is observed in our 

experiments, as it relates to quality loss from the baseline at a given time. 

The hunger_factor hf is expressed by (1): 
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where: 

n  – number of 3D objects within a VR scene; 

sizei – size of object i in bytes; 

md  – minimumDistance global parameter; 

disti – distance between i objects and observer; 

bsi  – bytesSent, how many bytes of object i was already sent to client and 

are stored in clients local database; 
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This model is obviously very simple, and is presented as a starting point for 

further investigation. In particular, we do not include more advanced (and human 

behavior based) browsing schemes and VR constructions; also, we ignore the 

information about which side user is facing. We feel that this simplification is 

justified, as it is difficult to point out the representative browsing behaviours or 

VRs, and in this model already several novel and complex network situations can 

be identified. 

 

3. Experiments 

 

The model and experiments were prepared in OMNeT++ discrete event-

driven simulator. Its main advantages are simple process of simulation models 

creation, convenient interface and rich libraries. For TCP/IP simulation INET, an 

open-source package for the OMNeT++ was used, the simulation environment 

containing models for several Internet protocols: UDP, TCP, SCTP, IP, IPv6, 

Ethernet, PPP, IEEE 802.11, MPLS, OSPF, and others.  

The TCP protocol is used for data transmission; a single TCP connection is 

sustained throughout the whole exploration time. The network topology is 

presented on Fig.1. The cli[0] and srv[0] host the client and the server of the 

VR exploration model; a single connection between them transmits 3D data. The 

cli[1] and srv[1] are connected with several “background” TCP and UDP 

transmissions. The hosts are connected to routers are connected with 100mbps 

links, the links between the routers are 10mbps (possible bottleneck). 

 

 
Fig. 1. Network topology. 

 

To simplify the simulation evaluation we assume the minimumDistance 

parameter, the minimum distance below it  the exact representation of a object 

have to send to the client. The exact representation (size parameter) of each 

object was 80 000[bytes]. As it is shown in the subsequent section the value of 
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minimumDistance significantly influences on the simulation results (esp. on 

the hunger_factor value).  

In the simulation evaluation a single step of the observer in the VR is always 

10[points] and new request for the data update was sent to the server every 

1[sec].  

We examined some different cases: “One object” case, Brownian motion and 

directed wandering for different values of the minimumDistance  parameter 

and together with the concurrent TCP and UDP transmissions. Except the case of 

“One object” the simulations were carried out for 400 steps of the observer and 

n=50 objects uniformly arranged within the VR space (size 600 x 600 points). 

The summary results (selected hunger_factor statistics) are presented 

in Tab. 1. 

 
3.1 “One object” case 

 

A simplest case is where there is only one 3D object in the VR space, and the 

observer is moving closer to that object. There is no concurrent transmissions in 

the network. The resulting graph of hunger_factor (see Fig. 2) presents the 

generic idea of progressive 3D data, when the amount of data, needed to 

reconstruct the 3D scene is proportional to the squared distance between the 

object and the observer.   
 

 
Fig. 2. „One object” case, hunger_factor as a function of time.  

 

 

3.2 Case A and B, Brownian motion 

 

Case A (minimumDistance=100) and B (minimumDistance=10) 

represents the example Brownian motion within the VR space (see figure 3). 
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There were concurrent transmission (one TCP and one UDP) but there was no 

congestion on the output queue in the bottleneck. 

 

 
Fig. 3. Example observer’s trajectory and 3D objects distribution  

for the Brownian motion (Case A and B).  

 

 
Rys. 4 hunger_factor as a function of time,  

left: case A (minimumDistance=100), right: case B (minimumDistance=10). 

 

Because of the Brownian motion, the observer was moving within a limited, 

local area. At the beginning (before 200 step) the client gathered data in the local 

object’s database and amount of sending data was significantly larger (Fig. 4).  In 
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the case A objects are more detailed form the distance minimumDistance=100 

and at times big “peaks” of hunger_factor are observed, when observer come 

to the close group of objects and as a result client requests detailed information of 

all of them. “Peaks” are significantly smaller in the case B, where 

minimumDistance=10. 

 

 
Fig. 5. Example observer’s trajectory and 3D objects distribution  

for the directed wandering (Case C and D).  

 

 
Fig. 6 hunger_factor as a function of time,  

left: case C (minimumDistance=100), right: case D (minimumDistance=10). 
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3.3 Case C and D, directed wandering 

 

In cases C and D to Brownian motion we add directed vector [2,2], but the 

total length of a steep is still 10. The trajectory of the observer is shown on 

Fig. 5. Results for case C (minimumDistance=100) and case D 

(minimumDistance=10) is presented on Fig. 6.  

 
3.4 Case E, congestion in the bottleneck 

 

Previous cases assumed the convenient situation of lack of a heavy 

concurrent traffic. Occurrence of background transmission results of competing 

in bandwidth distribution in case of TCP or bandwidth limitation in case of UDP. 

As a result the quality of 3D scene reconstruction is decreased. The trajectory of 

the observer and object’s distribution is the same as in cases C and D. 

The configuration with the 100 TCP transmission were evaluated (file 

sending, random start). In case E the established sending window was not large 

enough to ensure the high quality of scene reconstruction. The hunger_factor 

parameter remained in a high level during simulation. We can conclude that in 

real application the process of scene reconstruction will be delayed and cannot 

keep up with position changes. Additionally server will be often send out-of-date 

data, according to previous position of the observer.  
 

 

 
Fig. 7 hunger_factor as a function of time,  

case E (maximumDistance=100). 
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 hunger_factor[bytes] 

 Max Mean Std Dev. 

case A 

(minimumDistance=10) 
131 633 7 107 15 523 

case B 

(minimumDistance=100) 
453 030 11 531 49 820 

case C 

(minimumDistance=10) 
197 606 11 413 25 680 

case D 

(minimumDistance=100) 
531 095 14 980 49 904 

case E 

(minimumDistance=10) 
197 606 36 827 42 884 

Tab. 1. Simulation results 

 

 

4. Conclusions 

 

This article presents early results of simulation experiments of 3D mesh 

progressive transmission. We use a client-server model of VR browsing. We've 

investigated several different cases of VR exploration, observing the “hunger for 

data” measure. 

We observe that the nature of 3D traffic source is complex, and that 

advanced models will be needed for performance analysis experiments. In 

particular, irregular bursts of data were observed, and there is a notable “cost” 

(data that needs to be send) in the moment when user starts the exploration. 

Quality of Experience will be strongly affected by the Quality of Service 

mechanisms used, this problem requires further study; possibly advanced client 

with prediction of user movement would help here. Also, work needs to be done 

on defining objective measures for quality of VR exploration, both for 3D data 

presentation (especially incomplete or reduced quality) and interaction. Work on 

those problems will be continued. 
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Abstract: The article presents a work in progress aiming at performance evaluation of a
large database system at an assurance company. The system includes a server with a database and a
local area network with a number of terminals where the company employees run applications that
introduce documents or retrieve them from the database. We discuss a model of clients activities.
Measurements were collected inside the working system: the phases at each users application were
identified and their duration was measured. The collected data are used to construct a synthetic model
of applications activities which is then applied to predict the system behaviour in case of the growth
of the number of users.

1. Introduction

The performance of large computer systems, serving thousands of users on
daily basis is crucial to many company activities. Network speed limitation and
computing power of the servers may limit the response speed, slowing down the
work of many employees and introducing large costs. The evaluation of such a
system should find a performance bottleneck, to localize and show the adminis-
trators the parts of the system (e.g. networking devices or servers) which should
be replaced or improved. In this work we try to analyze a very large networking
system, providing access to database servers in one of the largest polish insurance
companies. The goal of the work is to identify the maximum number of users that
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the system in current stage may serve and to identify what part (the server or the
networking environment) should be improved to speed up the user service time.

The IT system being analyzed includes a multiple servers with a database and
a local area network with a number of terminals where the company employees
run applications that introduce documents or retrieve them from the database. Each
server provides access to separate application, to simplify the model we consider
just one of them. We discuss a model of clients activities. Measurements were
collected inside the working system: the phases at each users application were
identified and their duration was measured. The collected data are used to construct
a synthetic model of applications activities which is then applied to predict the
system behaviour in case of the growth of the number of users.

The investigated computer network is built on the Microsoft Windows soft-
ware and called the Complex IT System (CITS). Each workstation at this network
is called here a gate of CITS. The Complex IT System is a modern and innovative
technological solution and considered as one of the greatest systems in the world.
In Poland, the system performance about 100 million of accountancy operations
annually and about 40 billion calculations in numerous specially created data cen-
tres.

At the considered installation there are 30 Cisco switches linked with a mul-
timode fibre. Moreover, ain the local network there is connected about 10 servers
for various purposes related to the maintenance of the whole environment. The
main servers are responsible for data processing; each of them is responsible for
the activity of one kind of application, but it often occurs that all servers supervise
the activity of an individual application. The workstations working at the local area
network communicate with the access switches arranged on each floor and these
ones are linked to the core switches. All the core switches communicate with the
central router. The router is joined via the Wide Area Network with the main router
at the headquarters in Warsaw.

2. The activities of interactive applications

An interactive application is a program that enables the modification of data at
the central database or the Data Warehouse. The interactive application is a client of
the data base. The diagram of interactive applications activities is shown in Fig.1.

In the first phase a user chooses some data which he wants to find. A client
connects with the server of database using the TCP protocol and a defined port,
sending him a request. After a certain period of time, the server sends the infor-
mation which is claimed by a client. A client can change the obtained data. In
dependence on a kind of the application, the changes can require approval of an
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application supervisor. Before starting work, a user is required to provide a suit-
able role he is going to work with. The role may be, for example: an approbant, a
manager or a user.

The role in the application is granted at the request of the chief of the Depart-
ment and verified by the Information Security Department, then it goes to the IT
department where it is implemented. It should be noted that each employee work-
ing in a company and user of a computer network can log onto the system soleby
using a special smart card.

At first login the interactive application begins. A user has to give the role
in which he is going to work with. The logon process to the applications starts.
Depending on the server load it may be shorter or longer.

In the next stage a user has to consider what kind of a payer he wants to down-
load to the context. Choosing a payer is necessary, because all subsequent opera-
tions can be performed only after this choice. To select a payer, a user has to put his
NIP number (Tax Identification Number), in the appropriate box or other assigned
identifier, depending on legal status.

After that, the information is sent to the database and its resources are searched
by the server. If a payer is found, the interactive application goes to its context, oth-
erwise a user see the error message suggesting an incorrect application identifier.
However, in most cases, a user has to give additional information to verify a down-
loaded payee. To download a particular document it is necessary to choose it from
the drop-down list of the application. After clicking on the document it is down-
loaded from the database and then opened. If the user works on the context of a
payer, who posses a large number of sent documents, there is a possibility to down-
load the documents from the last several years at once. It is sufficient to select the
appropriate boxes.

At the time between downloading the documents, a user analyses them and
depending on the complexity of a researched case can take new ones. After the
completion of the case a user closes all the analysed documents. If a case is fully
completed, he also close a previously selected payer to the context.

At this stage, a user can select another payer to the context and start a new
analysis of other documents, or can log out from the application and finish work
on the computer. A logout application is an earlier closure of all documents, and a
payer and then clicking the Logout button. After that a client becomes disconnected
from the database.
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3. The methods of collecting data to simulations

To enable the conduct of subsequent simulations, the project of the researched
network (Figure 1) was setup. The project includes all activities occur from time
the moment of logging on to the application of completing the work. According to
the draft collecting of necessary data was started.

In the first step the time of logging on to applications for individual users was
measured. During the research, the shortest time of logging lasted 0 seconds, and
the longest 780 seconds, this is why in this range of time subsequent calculations
were carried out.

In the next step calculations of probabilities were solved from the received
data the histogram of login time was made presented the empirical distribution
of the characteristic. In the first phase of the research, the histogram showed the
characteristics of an exponential distribution. For the verification, the following
hypotheses were assumed.

On the base of Kolmogorov - Smirnov statistics and the χ2 (chi square) statis-
tic [2] the hypothesis of compatibility of distributions with exponential distrubution
were rejected. The value p-value was less than the 0.05 level of significance. How-
ever we took it as a first approximation as the input to the simulation program
written in OMNET++ [1].

A similar draft of activity was used for the rest of activities in the project:

• a number of active payers per day;

• the time between downloading a payer and a document;

• the gap between downloading documents;

• download time of a single document;

• the number of documents downloads for a single payer;

• service time of one payer;

• download time of one payer;

• log off time;

Figs. 2 – 11 present results of measurements.

4. Simulation model

The model of the server done with the use of OMNeT++ simulation system
[1] is presented in Fig.12. In the simulation the 6-processor server was considered.
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Fig. 1. Diagram of an application activities

Fig. 2. Distribution of logon time –linear and logarithmic scale

Fig. 3. Distribution of one payer service time – linear and logarithmic scale
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Fig. 4. Distribution of the download time of a single payer – linear and logarithmic scale

Fig. 5. The time between downloading payers Ű linear and logarithmic scale

Fig. 6. Distribution of the time between downloading a payer and a document – linear and logarithmic scale

Fig. 7. Distribution of log off time – linear and logarithmic scale
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Fig. 8. Distribution of download time of documents – linear and logarithmic scale

Fig. 9. The number of payers downloaded by a user during one day – linear and logarithmic scale

Fig. 10. Distribution of the number of document downloads for a single payer – linear and logarithmic scale

Fig. 11. Distribution of the gap length between downloading documents – linear and logarithmic scale
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Fig. 12. Simulation model of the network made with the use of OMNET++

Fig. 13: Left: mean total time for retrieval of all documents related to one payer as a function of the number of
active stations, right: mean and variation of one document retrieval time as a function of the number of active
stations

Each of the processors provided access to the documents and served the clients
according to the measured average service times, with exponential distribution.

Some simulation results are given below. Fig.13 presents mean total time for
retrieval of all documents related to one payer as a function of the number of active
stations as well as the mean and variation of one document retrieval time as a func-
tion of the number of active stations. Fig. 14 gives the distribution of a document
retrieval time for a network of size 25 and 50 stations (left figure), and of 100, 500
stations (right figure ). The simulation shows, that with the current server efficiency
the system may sustain up to 100 users.
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Fig. 14: Distribution of a document retrieval time for a network of size: 25 and 50 stations (left), 100, 500 stations
(right)

5. Conclusions

The article reports our attempts to capture the characteristics of client activities
in a large computer data base system and to construct a queueing model to predict
the system performance while the number of customers is growing. The results are
based on a simulation model, in the nearest future but we think also to use Markov
models to evaluate the performance of the CITS, and to compare the outpot of
models with synthetic times with the output of simulation model using real time
histograms collected in the system.
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Abstract: In this paper a new analytical method of blocking probability calculation in multi-
service cellular systems with multicast connections is proposed. The basis for the discussed method
is the full-availability group with traffic compression and the fixed-point methodology. The results
of the analytical calculations were compared with the results of the simulation experiments, which
confirmed the accuracy of the proposed method. The proposed scheme can be applicable for a cost-
effective resource management in the UMTS/HSPA/LTE mobile networks and can be easily applied
to network capacity calculations.
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1. Introduction

With the rapid development and popularity of multimedia services in mobile
networks of the second and the third generations, there has been a distinct increase
in the interest in methods for dimensioning and optimization of networks carrying
multi-rate traffic.

The problem of optimization and proper dimensioning of cellular networks is
particularly important within the context of the ever-gaining popularity of multi-
media services that use the MBMS standard (Multimedia Broadcast and Multicast
Service) [1]. This standard envisages a possibility of setting up multicast connec-
tions for particular multimedia services. The application of the multicast mecha-
nism in cellular networks constitutes, however, an additional challenge to be taken
up by operators of cellular networks and networks designers.
The starting point for operators of cellular networks is to define a set of the KPI
(Key Performance Indicator) parameters based on SLA (Service Level Agreement),
which can be used as input data in the process of dimensioning and optimization of
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networks. On the basis of the KPI parameters, it is possible to determine, for exam-
ple, the blocking probability or the average throughput, which can be successively
used in the evaluation of the Grade of Service (GoS).

The dimensioning process for the 3rd generation Universal Mobile Telecom-
munications System (UMTS) should make it possible to determine such a capacity
of individual elements of the system that will secure, with the assumed load of
the system, a pre-defined GoS level. With dimensioning the UMTS system, the
most characteristic constraints are: the radio interface and the Iub interface. When
the radio interface is a constraint, then, in order to increase the capacity, the ac-
cess technology should be changed or subsequent branches of the system should be
added (another NodeB). If, however, the constraint on the capacity of the system
results from the capacity of the Iub interface, then a decision to add other nodes can
be financially unfounded, having its roots in incomplete or incorrect analysis of the
system. This means that in any analysis of the system, a model that corresponds to
the Iub interface should be also included.

Several papers have been devoted to traffic modeling in cellular systems with
the WCDMA radio interface, e.g. [2–8]. The relevant literature proposes only two
analytical models of the Iub interface [9, 10]. In [9] the authors discuss the influ-
ence of the static and dynamic organization schemes of Iub on the efficiency of
the interface. The static scheme assumed that the Iub interface is divided into two
links: the first link carries a mixture of R99 (Release99) [11] traffic classes and the
other link services HSDPA (High Speed Downlink Packet Access) [12–14]

traffic streams. In the dynamic organization scheme, it was assumed that the
Iub interface resources are limited for R99 traffic while the resources for HSDPA
traffic are unlimited. In all models, the influence of the compression mechanism for
HSPA (High Speed Packet Access) traffic classes was not taken into consideration
and the average throughput per a HSPA user was not discussed. In [10], an effective
analytical model of the Iub interface carrying a mixture of R99 and HSPA traffic
classes with adopted compression functionality was proposed. In the paper we
will consider this model as a basis for modeling of HSPA traffic carried by Iub
interfaces.

This paper discusses multicast mechanism implemented in the UMTS network
on the basis of the Iub interface. The analytical model of the cellular system pro-
posed in the paper is, to the best belief of the authors, the first model that takes into
consideration the influence of multicast connections on the traffic effectiveness in
a cellular network servicing multi-rate traffic.

The paper is divided into four sections: section 2 presents the analytical model
used for modeling multicast connections in the UMTS network, section 3 includes
the exemplary numerical results and the following section summarizes the consid-
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erations presented in the paper.

2. Model of the system

Let us consider the structure of the UMTS network presented in Fig. 1. The
presented network consists of three functional blocks designated respectively: User
Equipment (UE), UMTS Terrestrial Radio Access Network (UTRAN) and Core
Network (CN). The following notation has been adopted in Fig. 1: RNC is the
Radio Network Controller, WCDMA is the radio interface and Iub is the interface
connecting Node B and RNC.

���� �

UTRAN

���� �
����	


��
��

��

��

��
����	
����	��

�� ���� � CN

Fig. 1. Elements of the UMTS network structure.

2.1. Model of the system with multicast connections

Let us consider now the UMTS network servicing multicast connections. In
the multicast connection one user is connected with a predefined group of users.
It is relatively easy to define a number of varied scenarios of setting up multicast
connections in the UMTS network with the radio interface and the Iub interface.
Let us consider the two following exemplary scenarios:

• In the first scenario we assume that all users of a multicast connection are in
the same cell. It means that to set up a connection, only the resources of one
radio interface and one Iub interface are involved. Thus, a multiplication of
connections is effected at the radio interface level, so carrying of multicast
traffic has to be taken into consideration in the model of the radio interface.

• The second scenario assumes that the users of a multicast connection are in
different cells. This means that radio resources of each of the cells service
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one connection, whereas network resources between RNC and appropriate
stations of NodeB are under heavy load of many connections1. Accordingly,
in this scenario, so carrying of multicast traffic should be taken into consid-
eration at the level of the Iub interface.

The multicast connection set up effected in one radio interface, proposed in the first
scenario, can be taken into consideration through a multiplication of the number of
traffic classes or through an increase in traffic intensity of appropriate traffic classes
offered to the interface [1]. For analytical modeling of the first scenario, we can
use one of the methods proposed in the literature of the subject, e.g. [2, 3, 6, 7].
Therefore, further in our considerations, we will not discuss the analytical model
corresponding to this scenario.

In this paper we consider the second scenario, i.e. one in which we assume that
each of the subscribers is associated with a different NodeB. This scenario requires
then setting up several independent connections based on Iub interfaces. Let us
assume that the Iub interface services a mixture of a number of different R99 and
HSDPA traffic classes. Our further assumption is that the number of subscribers
that are concurrently available is decisive whether blocking of a given connection
ensues or not. This means that to model multicast connections in the discussed
scenario, two analytical models, described in Section 2.2. and Section 2.3., can be
worked out.

2.2. Analytical model of the system with multicast connections

We assume in this model that a multicast connection is lost if no connection
with at least one of the demanded receivers can be set up. In line with the adopted
definition, blocking in the multicast connection occurring in one link (between
RNC and NodeB) influences the service acceptance of remaining connections that
form the discussed multicast connection. In this case, service processes of multicast
calls in individual links of a given multicast connection are interdependent.
The blocking probability of multicast calls of class i in the link r can be expressed
as a function of the intensities of all traffic classes M offered to the link r:

Bi,r = F [(a1,r, t1), . . . , (ae
i,r, ti), . . . , (aM,r, tM )], (1)

where a1,r denotes the intensity of traffic of class 1 offered to the link r, whereas
ae

i,r is the intensity of this part of the multicast traffic of class i that is serviced in
the link r (this traffic is called effective traffic).
In order to determine the function (1) it is necessary then to determine effective
traffic (ae

i,r), i.e. this part of the total multicast traffic of class i that is serviced in

1Each multicast call needs to be set up in many Iub links concurrently.
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the direction r. Traffic ae
i,r forms such a part of the total multicast traffic of class i

(denoted by the symbol ai)), which is not blocked in the remaining links participat-
ing in this connection (hence, it can be offered to the direction r). This dependence
- in line with the fixed-point methodology [15]- can be written as follows:

ae
i,r = ai

Li∏
z=1,z 6=r

(1−Bi,z) , (2)

where Li is the number of links (resources of Iub interfaces) participating in the
multicast connection of class i.
Function (1) can be determined on the basis of the modified Kaufman-Roberts dis-
tribution presented in the section devoted to the analytical modeling of the Iub
interface (Section 2.4.).

Knowing the blocking probability of multicast calls of class i in each of the
participating links in this connection, we are in position to determine the total
blocking probability of multicast calls of class i in the system. The procedure for
a determination of this probability depends on the adopted definition of blocking.
In the model under consideration we assume that blocking of connection occurs if
there are no free resources required for the service of a given connection in at least
one of the demanded links. This dependence can be written as follows:

Bi = 1−
Li∏

z=1

(1−Bi,z) , (3)

where Bi is the blocking probability of multicast calls of class i in the system.
To sum up, the iterative algorithm of determination of the blocking probability Bi

can be written in the form of the Algorithm 1.

2.3. Analytical model of the system with k-cast connections

Let us assume now that it is the number of accessible subscribers (i.e. those
that can be concurrently reached) that is decisive in whether or not blocking of
a given connection occurs. Our further assumption is that whether blocking of
a given multicast connection of class i occurs or not depends on the number of
subscribers that can be concurrently reached. Multicast connections, for which the
same definition of blocking has been adopted, will be called k-cast connections.

The identified exemplary situations in which blocking depends on whether
there is a possibility of setting up a connection with three out of five demanded
subscribers is presented in Figure 2. According to the adopted definition, k-cast
connection ("3" out of 5") can be effected when at least three subscribers can be
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Algorithm 1 Iterative algorithm for blocking probabilities determination of multi-
cast connections.

1. Setting the iteration number l = 0.

2. Determination of initial values: ∀1≤i≤M∀z∈LiBi,z = 0.

3. Determination of the values of the effective traffic ae
i,r on the basis of Eq. (2).

4. Increase in the iteration number: l = l + 1.

5. Determination of the values of blocking probabilities Bi,z based on Eq. (10).

6. Determination of the values of blocking probabilities Bi on the basis
of Eq. (3).

7. Repetition of steps No. 3–6 until the assumed accuracy of the iterative pro-
cess is obtained:

∀1≤i≤M

(∣∣∣∣∣B(l)
i −B

(l+1)
i

B
(l+1)
i

∣∣∣∣∣ ≤ ξ
)
,

where B(l)
i and B(l+1)

i are the appropriate values of blocking probabilities,
obtained in iteration l and l + 1, respectively.

reached. Figure 2a shows an exemplary instance when the resources required to set
up a k-cast connection are in the three, from among five, demanded links. Thus,
the connection will be successfully effected. If, however, the number of links that
can service the k-cast connection ("3" from 5") of a given class is reduced to 2
(Figure 2b), then the admission control (located in, for example, RNC) will not
allow the new call to be serviced. Let us assume now that the blocking probability
of each of the component connections, i.e. included in a given k-cast connection,
is the same and equals B∗i . For example, to determine the blocking probability k
from among Li components of the k-cast connection of class i – PB(k/Li) – we
apply the Bernoulli distribution:

PB(k/Li) =
(
k

Li

)
(B∗i )k(1−B∗i )Li−k. (4)

To determine the blocking probability of the considered k-cast connection,
one has to consider all instances in which this connection will be blocked. In line
with the adopted definition, a k-cast connection (in our particular example "3"
from among 5") will be rejected if there is no possibility of setting up any, ran-
domly chosen, three, or four, or all five required connections included in the given
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blocked k-cast connection

(Li=5, ki=3) RNC

(b)

Fig. 2. Example of the accepted (a) and blocked (b) k-cast connection.

k-cast connection. Therefore, the total blocking probability Bk−cast
i of a k-cast

connection of class i can be, in the considered case, written in the following way:

Bk−cast
i = PB(3/5) + PB(4/5) + PB(5/5)

=
(

5
3

)
(B∗i )3(1−B∗i )2 +

(
5
4

)
(B∗i )4(1−B∗i ) +

(
5
5

)
(B∗i )5. (5)

In the general case we adopt that the maximum number of demanded directions
in the k-cast connection of class i is Li and that the minimum number of required
connections is denoted by ki. The k-cast class i connection is blocked when there
is no possibility of effecting Li − ki + 1, . . . , Li connections. The blocking prob-
ability of a k-cast call of class i can be determined on the basis of Eq. 4 in the
following way:

Bk−cast
i =

Li∑
z=Li−ki+1

(
Li

z

)
(B∗i )z(1−B∗i )(Li−z). (6)

The blocking probability B∗i can be found as a blocking probability of a single
connection within the multicast connection of class i. It can be done knowing that
the multicast connection of class i is non-blocked only if all Li related unicast
connections are non-blocked (Eq. 3) :

Bi = 1− (1−B∗i )Li , (7)

where Bi is the blocking probability of the mulicast call of class i calculated on the
basis of the Algorithm 1.
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After simple modification, we can extract the value of B∗i by approximating real
values of the blocking probability in a single link:

B∗i = 1− Li
√

1−Bi. (8)

Recapitulating, it can clearly be seen that in order to determine the blocking
probability of multicast calls and k-cast connections serviced in the cellular net-
work, it is necessary to determine the blocking probability of each traffic class in
each participating link in the connection. In line with the discussed scenario of
connections, this value will be determined on the basis of the analytical model of
the Iub interface.

2.4. Analytical model of the link (Iub interface)

The Iub interface in the UMTS network can be treated as a full-availability
group (FAG) carrying a mixture of multi-rate traffic streams with and without com-
pression property. Let us assume that the total capacity of the FAG is equal to V
Basic Bandwidth Units (BBUs). The group is offeredM = Mk+Mnk independent
classes of Erlang traffic classes: Mk classes whose calls can change requirements
while being serviced and Mnk classes that do not change their demands in their
service time. It was assumed that class i traffic stream is characterized by the Er-
lang traffic streams with the intensity Ai. The demanded resources in the group
for servicing particular classes can be treated as a call demanding an integer num-
ber of (BBUs) [7]. The value of BBU, i.e. RBBU , is calculated as the greatest
common divisor of all resources demanded by traffic classes offered to the system.
The occupancy distribution can be expressed by the modified Kaufman-Roberts
recursion presented in [10]:

n [Pn]V =
Mnk∑
i=1

Aiti [Pn−ti ]V +
Mk∑
j=1

Ajtj,min

[
Pn−tj,min

]
V
, (9)

where [Pn]V is the probability of state n BBUs being busy, ti is the number of
BBUs required by a class i call: ti = bRi/RBBUc, and (Ri is the amount of re-
sources demanded by class i call in kbps) and tj,min = bRj,min/RBBUc is the
minimum number of BBUs required by class j call in the condition of the maxi-
mum compression. Formula (9) describes the system in the condition of maximum
compression. Such an approach is indispensable to determine blocking probabili-
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ties Bi for a class i call in the system with compression:

Bi =


V∑

i=V−ti+1

[Pn]V for i ∈Mnk,

V∑
i=V−ti,min+1

[Pn]V for i ∈Mk,
(10)

where V is the total capacity of the group and is expressed in BBUs (V = b VIub
RBBU

c,
where VIub is the physical capacity of group in kbps).

The average number of class i calls serviced in state n can be determined on
the basis of Formula [16, 17]:

yi(n) =
{
Ai [Pn−ti ]V / [Pn]V for n ≤ V,

0 for n > V.
(11)

Let as assume now that the full-availability group services a mixture of differ-
ent multi-rate traffic streams with compression property [10]. This means that, in
the traffic mixture, there are such calls in which a change in demands caused by the
overload system follows unevenly.

The measure of a possible change of requirements is maximum compression
coefficient that determines the ratio of the maximum demands to minimum de-
mands for a given traffic class: Kj,max = tj,max

tj,min
, where tj,max and tj,min denote

respectively the maximum and the minimum number of basic bandwidth units
(BBUs) demanded by a call of class j. In the model we assume that all classes
can undergo compression to a different degree.

We assume that the real system operates in such a way as to guarantee the max-
imum usage of the resources, i.e. a call of compressed class always tends to occupy
free resources and decreases its maximum demands in the least possible way. The
measure of the degree of compression in state n is the quotient V−Y nk(n)

n−Y nk(n)
, where

V − Y nk(n) expresses the amount of resources available for calls with compres-
sion and n − Y nk(n) is the number of BBUs occupied by calls with compression
(Fig. 3).
Let us consider now the average number of busy BBUs in the system occupied by
class j calls with compression:

Y k
j =

V∑
n=0

yj(n) [ξk,j(n)tj,min] [Pn]V , (12)

where ξk,j(n) is the compression coefficient in the model:

ξk,j(n) =

 Kj,max for V−Y nk(n)
n−Y nk(n)

≥ Kj,max,
V−Y nk(n)
n−Y nk(n)

for 1 ≤ V−Y nk(n)
n−Y nk(n)

< Kj,max.
(13)
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resources occupied by remaining calls
resources occupied by calls with compressioncapacity of the

 system (V) )(nnkYn −

)(nnkY

resourcesfree

nstate

Fig. 3. Example of the system with compression.

In Formula (13), the parameter Y nk(n) is the average number of busy BBUs
in state n occupied by calls without compression:

Y nk(n) =
∑Mnk

i=1
yi(n)ti. (14)

3. Numerical results

Let us assume that our goal is to carry on with the traffic analysis of the access
part of an UMTS network that includes RNC and 7 base stations (NodeB). The
considered network services a mixture of R99 and HSDPA traffic, also including
the Mobile TV service, which requires k-cast connections. According to the second
scenario (Section 2.1.), multicast connections will be effected by Iub interfaces. In
the case under discussion, to evaluate blocking probabilities of k-cast calls, the
dependencies presented in Section 2.3. will be used.

The proposed analytical model of the UMTS system with multicast connec-
tions is an approximate model. Thus, the results of the analytical calculations were
compared with the results of the simulation experiments. The study was carried
out for users demanding a set of following traffic classes (services) in the downlink
direction:

• class 1: Speech (VoIP, non-compressed, t1=16kbps),

• class 2: Realtime Gaming (t2,min=10kbps, K2,max=1.5),

• class 3: FTP (t3,min=30kbps, K3,max=3),

• class 4: Mobile TV (t4,min=64kbps, K4,max=2),

• class 5: Web Browsing (t5,min=500kbps, K5,max=2.5).
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In the presented study it was assumed that:

• tBBU was equal to 1 kbps,

• the system consisted of 7 Iub interfaces and each of the considered Iub inter-
faces carried traffic from three radio sectors, and a physical capacity of Iub
in the downlink direction was equal to: VIub= 3× 7,2 Mbps = 21,6 Mbps (∼=
21 000 BBUs),

• the traffic classes were offered in the following proportions:

A1t1 : A2t2 : A3t3 : A4t4 : A5t5 = 5 : 3 : 10 : 1 : 10.

It was assumed that the main part of traffic was generated by FTP and Web
Browsing services, followed by VoIP and Realtime Gaming services, while
the smallest part of traffic came from Mobile TV service.

• Mobile TV was assumed to be the MBMS-based service which required 5
parallel connections and it was assumed that at least 3 connections had to be
carried out by the system
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Fig. 4: Blocking probabilities (a) and average carried traffic (b) for particular classes carried by exemplary UMTS
system.

Figure 4a shows the dependence of the blocking probability in relation to traf-
fic offered per BBU in the system. The presented results were obtained for a min-
imum value of demanded resources for traffic classes with compression property.
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It is easy to see that along with the increase in the load of the system, the block-
ing probability for all traffic classes offered to the system also increases. It is also
easy visible that the least blocking probability is obtained for the traffic stream
corresponding to the Mobile TV service (k-cast connection). In this case, the de-
pendence of the blocking probability on the traffic intensity offered to the system
is characterized by a stronger growing tendency. This is related to the way block-
ing for a k-cast connection was defined, where blocking occurs when there is no
possibility of setting up connection concurrently in 4 or 5 links. This event exists
statistically far more rarely than blocking events in a single link, while it has a
considerable growing tendency with the increase in the load of the system.

Figure 4b shows the dependencies of the average throughput obtained for the
calls that undergo compression effected by the load of the system. The results
confirm a strong dependence between the average carried traffic (throughput) and
the load of the system – the more overloaded system, the lower value of through-
put [10].

The analytical results were validated by simulation experiments which were
carried out on the basis of a simulation program specially designed for the purpose.
In the conducted simulation results shown in Fig. 4, each point of the plot is the
average value of the blocking probabilities obtained in 5 series. It was assumed
that in particular simulation series 107 of the incoming calls of the "oldest"2 class
were offered. The results of the simulations are shown in the charts in the form
of marks with 95% confidence intervals calculated after the t-Student distribution.
95% confidence intervals of the simulation are almost included within the marks
plotted in the figures.

4. Conclusion

The interest in the MBMS standard (Multimedia Broadcast and Multicast Ser-
vice) [1] and in providing multimedia services with the application of multicast
connections has a growing tendency. This sector of the service market can be ex-
pected to bring much profit to operators of cellular networks in the future and this is
why appropriate planning procedures in developing and expanding the infrastruc-
ture of the network as well as optimization of already existing resources is so vital.
This can ensure operators to successfully provide new multimedia services to the
extent and quality that will satisfy prospective subscribers.

In the paper we propose a new blocking probability calculation method for cel-
lular systems with mulicast connections. The proposed analytical method permits
traffic analysis of cellular systems in which multicast-type connections are already

2The class which demands the highest number of BBUs.
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used or are planned to be introduced. The method makes it possible to not only
take into consideration the influence of the necessity of concurrent service on the
effectiveness of the system (multicast) but also to take into account the variable
bitrate of service (such as Web-browsing or FTP), as well as different definitions
of blocking for multicast connections. The diversity of definitions of blocking can
also be used in risk (cost) assessment evaluation of investments and the assumed
level of the quality of service.

It is worth emphasizing that, despite the approximate character of the presented
analytical method, the method is characterized by high accuracy, which has been
confirmed by numerous simulation experiments. The method is also characterized
by low computational complexity and can be easily applied in engineering calcula-
tions of capacities in the UMTS/HSPA/LTE systems.
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Abstract: Web performance is an emerging issue in modern Internet. We present a study
of the Web performance measurement data, collected during over a year of operation of MWING
(Multi-agent Web-pING tool), our web server probing system. Both periodic and aperiodic factors
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1. Introduction

The Internet builds up environment for such applications as every day infor-
mation supply, communication and high performance computing. The core com-
ponents of the global telecommunication network, created around the Internet Pro-
tocol (IP), cooperate mutually, in order to provide efficient platform for data packet
delivery. Due to the open and evolving structure, number of coexisting protocols,
services and different types of users, the Internet can hardly be analyzed as a strictly
defined system, but more like a phenomenon, with its own intrinsic nature.

In this research our main concerns are techniques of HTTP goodput forecast-
ing. We present the study of web performance measurement data, collected by
MWING measurement tool [1]. We show that it is possible to perform reliable
statistical inference from the previously collected HTTP transaction data.

This paper is organized in the following way. In the next section, we describe
the performance data used for the analysis. In section 3., we present the results
of variance analysis, suggesting periodic patterns in goodput level, as observed
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on fixed paths. In the section 4., cross-dependencies between different clients are
considered. Section 5. presents the regression analysis, complying both periodic
and aperiodic goodput predictors. Lastly, section 6. contains a brief summary.

2. Description of the experimental design

The MWING project [1] (which stands for multi-agent web-ping tool), an ex-
tended version of the Wing, is a distributed performance measurement system. The
key idea was to have a configurable platform for Internet active measurements of
web servers. One of the major advantage of MWING is that each client operates on
a dedicated machine, and accesses the Internet without any interfering traffic. This
results in the clean throughput/goodput measurements, eliminating unwanted noise
in the data.

A main aim of MWING system is to provide a distributed infrastructure for
collecting experimental data through performing intentional active and passive
network-wide measurement experiments which could be interpreted, processed and
systematized to deliver information and knowledge about Internet performance and
reliability issues.

MWING has a multi-agent architecture supporting system measuring capa-
bilities in different operating conditions of local Internet domains where MWING
agents are to be deployed. Agents can also include own specific functionality. The
system measuring functionalities supported by MWING include local and central
database, measurement scheduler, heartbeat service, and Internet-wide host time
synchronization. Data measured locally is loaded to local databases which are au-
tomatically synchronized with a central database to gather all measurements in a
unified way to be able to analyze them together in a unified way. Agents may force
the synchronization of clocks of local hosts to synchronize their runs in time (by
means of NTP-based MWING service).

In this Internet knowledge discovery research project we used MWING system
in the specific distributed measurement experiment which was designed to achieve
performance knowledge about Web.

MWING operated from four client nodes, located in 3 universities in Poland
(Wroclaw, Gdansk, Gliwice) and one in USA (Las Vegas). They are denoted in the
texts as WRO, GDA, GLI and LAS, respectively. Each client probed periodically a
fixed set of 60 web servers, providing (approximately) exact resource to download.

A methodology considers a model of an individual Web (HTTP) transaction
featuring the time diagram as shown in Figure 1. Each single measurement re-
sulted in a detailed information on the subsequent Web transaction stages: time
to resolve the IP address from name via DNS query, time to establish a TCP con-
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nection, time to start a HTTP transaction, time to complete the whole transaction,
and the in-between delays. Such measurements, similar in the idea to the standard
network ping, give the instantaneous information about the state of the web server
performance.

Fig. 1. Time diagram of Web transaction.

The most important information from the measurements is the goodput esti-
mate on a probed path: the value obtained by dividing the downloaded resource
size S (in bytes) by total measured time T (in seconds), i.e.: Gpt = S

T . This
value represents the quality of transmission as perceived by user, as opposed to the
throughput (Thr), which measures the raw data transfer, regardless of its contents.
The goodput takes into account all the data transferred (both packet information
and resource data, possibly including errors, or retransmitted information) in the
measured time. On some links, especially highly lossy, the measured throughput
characteristics can be much higher than the actual goodput. As we are interested in
the performance observed on the user level, we do not consider throughput in our
analysis.

Time date and time of measurement
Dns time taken by DNS query
D2S DSN to SYN delay (SYN starts TCP connection establishment)
Con time to establish TCP connection
A2G ACK to GET delay
First time elapsed from sending GET and receiving first response packet
Last remaining time of resource fetching

Meas (T) Dns+D2S + Con+A2G+ First+ Last
Size (S) resource size

Table 1: Summary of web performance data measured by MWING. Each such measurement is performed between
client-agent and one of known web servers.

All the datasets used in our analysis come from the measurements performed
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in the time period 2008.4.24 — 2009.7.5. They were collected by the uniform
MWING probing with 30 minutes interval. The actual number of collected cases in
final datasets is lower due to temporary servers’ failures or network malfunctions.

After over a year of operation, the data collected by MWING show fairly com-
plete picture of the performance characteristics of the observed web servers.

3. Analysis of the periodical phenomena

The use of uniform sampling scheme brings its own inductive bias (see [9]),
and whenever high frequency components detection is needed, Poisson sampling
should be used. The considered network traffic data is suspected to contain many
periodic components in its spectrum. In the uniform sampling, due to the aliasing,
the sample cannot contain components of higher frequency than fs/2 Hz, where fs

is a sampling frequency (we used fs = 0.56 mHz, ω = 1800 s). Thus, the shortest
effects we consider are of order of 1 hour.

We have proposed and tested a number of general hypotheses concerning long
term behavior of measured performance characteristics.

3.1. Variability on days of the week

It is suspected that the level of goodput depends on the day of the week. This
is due to the different levels of usage of common network resources by specific user
classes (for example, some industry users produce considerably less Internet traffic
during weekends). We assume these effects are permanent, i.e. for different days
of the week the average level of goodput should differ, but for each of these days
these levels should be similar throughout the year.

Using analysis of variance we have proven that these effects are statistically
significant. We hypothesize that the measurement samples from different days of
the week give the same distribution of goodput (and seek to reject this hypothesis).
We consider two test cases: all servers’ data for each client (covering 2 months
of observations each), and all single end-to-end measurement datasets (covering
whole observation time, over one year). The first case allows to determine if most
of the servers behave similarly for a given client, as observed during the week.
The second case gives detailed information on which of the servers give significant
differentiation.

Instead of using Gpt value directly, we transform it via logarithm function:
LogGpt = log10 Gpt. The cumulative histogram of all servers gives the shape
of LogGpt very close to the normal distribution. However, the distributions of
LogGpt in single end-to-end datasets are rarely close to normal. Aware of this fact,
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in ANOVA tests we use both standard Snedecor’s F-statistic, as well as Kruskal-
Wallis ranks method. The standard one-way method assumes normal distribution
among samples, but is known to perform well even with deviations from normality
(see [5]). The Kruskal-Wallis test is a nonparametric method, which compares
medians instead of means.

After calculating chi-squared statistic with 6 degrees of freedom (amount of
days of the week minus 1) for all servers datasets (test case 1.), in three cases we
can reject the hypothesis with significance level α = 0.051.

Only goodput from GLI dataset is not evidently changing on different days
(however smaller variations can be still observed). This suggests an interesting
feature: the larger the client network is, the more sensitive it is to such periodic
factors.

LAS WRO GDA GLI
p-value ≈ 0.0 0.00052 0.036 0.10833

Table 2: ANOVA for cumulative goodput—time of the week dependency. For LAS, WRO and GDA datasets we
have p-value < 0.05. Insignificant influence in GLI may be explained by lower overall traffic.

Because full datasets give only overall impression of the average goodput shap-
ing, we also compare day of the week influence on the single end-to-end measure-
ment datasets (test case 2.). This is illustrated in Figure 2. The Table 3 shows the
number of client-server pairs for which the day of the week was significant for mea-
sured goodput (with level α = 0.05). The second value is a number of all servers,
for which the tests were made. This number is different among analyzed clients,
because for some of them there were not enough measurements collected to have
equal statistical power. Nevertheless, we have enough data to conclude, that this
factor is generally very significant.

LAS WRO GDA GLI
significant cases, α = 0.05
F-statistic test 38/44 46/52 29/45 25/54
Kruskal-Wallis test 29/53 53/61 38/59 28/61

Table 3. ANOVA for end-to-end goodput—time of the week dependency.

3.2. Variability on time of the day

Similarly, we expect the strong variability in goodput depending on the time
of the day. This is another factor coming from the users’ habits (for example, there

1The tests presented in this paper were performed in R statistical computing environment (see
[8]), and reproduced, when possible, in Statistica 8 (see [7]).
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Fig. 2: Hypotheses decomposition on an example MWING datasets for goodput—day of week dependency. Ver-
tical bars denote 0.95 confidence intervals. On the left: all servers requested by WRO client (test case 1.). On the
right: one example server requested by WRO client (test case 2.). The average goodput increases at the end of
week, and very quickly drops at Monday. The lowest values are on Tuesday and Wednesday.

should be lower traffic produced by some industry clients at the night hours). This
is not immediately obvious, because the active server machine could be located in
a completely different time zone than client.

For client-server pairs, using one-way ANOVA, we reject the null hypothesis,
that the long-term goodput distribution is time of the day independent. As previ-
ously, we use LogGpt, to neglect the influence of irregularities in distributions of
Gpt. This time we use chi-squared distribution with 23 degrees of freedom (num-
ber of hours minus 1) for F-statistic tests. Again, in most cases, the LogGpt was
not distributed normally, thus we also use Kruskal-Wallis tests.

The Table 4 shows the summary of significant tests with level α = 0.05. The
Figure 3 shows typical decomposition of goodput variability under analysis.

LAS WRO GDA GLI
significant cases, α = 0.05
F-statistic test 27/48 47/52 30/48 27/54
Kruskal-Wallis test 35/53 55/61 33/59 31/61

Table 4: ANOVA for end-to-end goodput—time of the day dependency. Except from LAS client, the influence is
even slightly more noticeable than the one from the day of the week.

This time only the LAS client distinguished itself from others, by revealing
balanced behavior on different hours throughout the day more often than the rest.
Even though, a very significant differentiation was observed for LAS in more than
a half of the probed servers. This allows for a conclusion, that this factor is very
influential.
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Fig. 3: Hypotheses decomposition on an example MWING datasets for goodput—time of day dependency. Ver-
tical bars denote 0.95 confidence intervals. On the left: all servers requested by WRO client (test case 1.). On
the right: one example server requested by WRO client (test case 2.). The average goodput is higher at the night
hours and early morning (maximal value between 5—6 a.m.), as the usage is lower. During the day goodput drops
down, and the lowest values are observed about 1—2 p.m., raising in the evening hours.

4. Analysis of the cross-path similarity

Very often the requests from different clients travel through a common section
of the network path to a target server. Therefore, we are interested if the inference
concerning one client could be extended to another one. In other words, we would
like to determine, how much information about goodput is contained in the server’s
surroundings, and how much in the first part of the path from the client.

In order to test this, we have compared the goodput histograms of the common
servers, servicing 4 different clients. For each test we take two datasets: measure-
ments of common server for two different clients. Using this approach, we consider
the estimates of probability distributions of goodput per each end-to-end observa-
tion, performed for a long time. Such method of comparison allows for a small
time-local differences, focusing on the long term behavior. Otherwise, there is a
risk of making wrong conclusions for the prediction purposes; if we consider the
data only as a time series, and try to evaluate the goodness of fit (after normaliza-
tion), we would always get very poor results.

We have used LogGpt normalized to the unit interval [0, 1], via formula zi =
(xi − minxi)/(maxxi − minxi). Due to this transformation, only the shape of
the estimated goodput distribution is considered, and the differences in magnitudes
are neglected.

We consider the goodness of fit of the two estimated distributions as a measure
of datasets’ origin consistency. If two such estimates are similar, we conclude that
the underlying data have been produced by the same true probability distribution.

In our evaluation we make use of the standard coefficient of determination
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R2 = SSE
SSR

, where SSE is a residual sum of squares, computed from a linear model
fit, and SSR is total sum of squares (differences from the data points to their mean).
This coefficient shows how linearly correlated are the both curves estimating two
distributions. If this value is considerably high (e.g. R2 > 0.3), we can suspect
that both estimates are similar.

If the similarity is suspected, we can perform more restrictive test. We hypoth-
esize that both estimated distribution are equal. The standard chi-squared goodness
of fit test (see [4]) can be used for this purpose. The rejection of null hypothesis in
this tests means that the two datasets were produced by significantly different dis-
tributions. The positive result gives a fairly good evidence that the goodput shaping
on both end-to-end paths is the same. This test however always failed, as the con-
sidered distributions were very irregular (usually long-tailed and multimodal).

Another form of chi-squared test was more helpful. The test of independence,
asserting the null hypothesis that corresponding samples from two clients’ datasets
are statistically independent, was performed on each client-server pair. Here, re-
jection of the hypothesis with α = 0.05 means, that the two random processes
governing the goodput levels, are dependent.

For performing such tests, it is a matter of accuracy requirements and the as-
sumed sensitivity of observation level, to determine the test parameters, such as
minimal R2 value for acceptance and the discretization level (number of bins) in
the chi-squared test. As we operate on histograms in order to estimate probabil-
ity distributions, we need to select appropriate number of cells. This describes the
level of detail we wish to consider. However, taking too many of them make the
chi-squared tests fail too often, while we want to tolerate minor differences. For
the chi-squared tests we use 30 bins.

WRO-GDA WRO-GLI WRO-LAS GDA-GLI GDA-LAS GLI-LAS
all pairs 55 59 50 55 46 49
χ2, p < 0.05 29 23 13 34 21 10
R2 > 0.3 11 7 6 22 19 11
R2 > 0.5 4 5 2 16 12 7

Table 5: This table summarizes the cross-server measurement similarities. For the chi-squared tests of indepen-
dence, the table contains the numbers of cases for which the hypothesis was rejected, thus the measurements for
two clients were mutually dependent. Also the numbers of cases, for which the R2 goodness of fit values were
high are included.

It turns out that for a small number of client pairs the similarity in goodput dis-
tributions is apparent. This suggests that either the routing paths cover significantly,
or that the goodput is mainly determined by the server’s conditions (and possibly by
the few of the hops located close to the server). This is especially visible for GDA
and GLI clients, which both share a major section of the core network, and their
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behavior is the most similar. In the majority of cases, the estimated distributions
were alike; compare second and third histogram in Figure 4.

For the rest of the HTTP transactions, the majority of the average time spent
on a packet delivery depends on the client’s surroundings. After reaching the high
throughput switches of the core network, the fluctuations in measured time are
much lower. Also the server performance efficiency does not bring so much in-
fluence (note however, that the servers probed by MWING are mostly low traffic
ones). The most important part in the packet delivery lies in the last mile and in the
network infrastructure located intermediately between the client and the core.

Fig. 4: Comparison of goodput shaping for the same server, measured for 4 different clients. From the top left:
WRO, GDA, GLI, LAS.

The Figure 4 shows that goodput distributions for the same server can differ
significantly for different clients.

5. Goodput regression analysis

From the long term observations it is evident that the goodput changes are not
only of the periodic nature. In fact, the web traffic is known to be long-tail dis-
tributed and self-similar (see [6]). Estimated goodput distributions are generally
multimodal, and the observed time series are characterized by high burstiness and
irregularities. The measured goodput values oscillate around the periodic compo-
nents, with many different kinds of deviations, produced by temporary factors. This
makes the Internet traffic parameters hard to model and forecast.
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As it was mentioned earlier, in our datasets, we can only observe effects lasting
for at least one hour. Thus in our analysis we are able to detect aperiodic devia-
tions from steady goodput shape curve, only if the effect is sufficiently important
(observable by the user).

The MWING tool collected detailed timings of the subsequent client-server
transaction stages. The value of goodput in each measurement is proportional to
the sum of all the measured time periods. In practice we are unable to wait until the
end of transaction to estimate goodput. Instead, we wish to use the server response
time estimate, based on the measurement of a small part of the total transaction
time. Such information can be thought of as a round trip time type of measurement.

We have analyzed the correlation matrices of the MWING measurements. For
a typical client-server dataset the correlation coefficients between LogGpt and
Dns, Con and First (see Table 1) measurements were 0.4—0.5. Therefore, we
can consider the value r = Dns + Con + First as a value linearly correlated with
goodput.

This makes the value of r a natural candidate for the goodput predictor. Our
experiments show that the predictions based on the measurements of r are effec-
tive in practice. Linear regression of log r versus LogGpt gives the coefficient of
determination R2 around 0.4—0.6 (see Table 6).

In more detailed prediction settings, we can consider separate predictors Dns,
Con, First, or even nonlinear functions of them, e.g. r2, λr2 + (1 − λ)r, etc.
In addition, we can similarily build nonlinear regression or classification models,
using also periodic component predictors (time of the day, day of the week), which
increase predictive power. This approach is a subject of our further research, see
[3].

Fig. 5: Example QQ plot, obtained by fitting linear regression model of LogFirst to LogGpt, R2 = 0.8. We
observe major deviations mainly in the extreme regions.
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LAS WRO GDA GLI
0.66 0.37 0.52 0.49

Table 6: The mean value of R2 from fitting linear regression model of LogFirst to LogGpt, computed for all
servers.

6. Conclusions

The considerations presented in this paper provide useful guidelines for per-
forming the feature selection in any measurement-based web performance predic-
tion experiment. We have shown that the goodput level in HTTP traffic discloses
changing regularities in time. Our results prove the time of the day dependency
(based on client’s local time) in all four datasets with significance level α = 0.001
(considering all servers). Such high significance level suggests that the major im-
pact on the perceived goodput comes from the requester’s network surroundings.
Both time of the day, and day of the week dependencies are valid, with significance
level α = 0.05, for the majority of observations. We have also observed that the
variability is coupled with the size of client network.

These factors constitute periodic components in the user level traffic shaping.
Apart from that, the aperiodic contributions to the goodput level can be determined
from the measurements of subsequent transaction timings.

Our examinations also prove that the clients sharing the backbone network
could expect similar goodput level significantly more often. A small collection of
probing machines could provide reliable measurements for the purpose of good-
put prediction covering a large network, e.g. for a small number of autonomous
systems.

This conceptual framework provides a foundation for designing traffic engi-
neering systems, operating on the high level in the Internet.
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Abstract:
The paper reports on an innovative approach to the management of Cognitive Radio Networks

(CRNs). As part of achieving this functionality, a new architecture implemented at the applica-
tion layer is presented. The research challenges for developing a CRN management solution are
on addressing, sensing and prediction, routing, decision making and middleware. Cognitive radio
networks are expected to address and to solve several important challenges like, e.g., opportunistic
spectrum access, spectrum heterogeneity, network heterogeneity and the provision of diverse Quality
of Service (QoS) to different applications. Consequently, a number of management functions are
necessary to address the associated challenges with the management of CRNs. The paper provides
a brief introduction to these components while focusing on the CR routing, addressing and content
representation.
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1. Introduction

Given that an overcrowding of the available frequency bands is present today,
there is a need to do research on and develop Cognitive Radio Devices (CRD) able
to sense and identify vacant domains in the spectrum. A CRD is simply put a de-
vice that is able to learn from experience and can adapt its operational parameters
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to function under any given conditions, thus being able to make use of the under-
utilized parts of the available spectrum. In order to successfully employ a Software
Defined Radio (SDR), intelligent management and control facilities need to be con-
ceptualized. By harvesting the benefits offered by P2P systems we aim at advancing
a new architecture implemented at the application layer for the management of cog-
nitive radio networks (CRNs). This can be achieved by invoking a specific adapted
distributed P2P addressing system, together with additional functionality dissem-
inated throughout several overlays connected through a middleware. The paper
reports on the framework of a new architecture while focusing on the Cognitive
Routing (CR), addressing and content representation.

The remainder of the paper is as follows: In Section II we present an overview
of general Content Addressable Network (CAN) operation as well as a short intro-
duction to the suggested Multi-Dimensional CAN (MD-CAN) approach to CRN
management. Section III presents the architectural solution for management and
the main elements are described. In Section IV we comment on modeling aspects
of the MD-CAN. Section V is dedicated to describing the solution adopted for CRN
routing. Finally, Section VI concludes the paper.

2. Multi-Dimensional CAN

As part of the CR management solution, we suggest an architecture where a
modified MD-CAN (a multi-dimensional extension to the standard CAN imple-
mentation [5]) overlay is used for the information representation of a multihop
CR-network. In regular CAM implementation member nodes have Θ(2d) neigh-
bors and the average path lengths are of Θ(d/4)( n1/d) hops [5]. By increasing
the number of dimensions we gain the benefit of shorter path lengths, though at
the price of higher per-node-states. Every node now has to keep track of its neigh-
bors in all neighboring dimensions not solely its own dimension. However, by
utilizing a MD-CAN approach we have a solution that can be modified to suit the
particular needs for the management of CRNs. Different CAN dimensions can be
used to represent different CR-dimensions like, e.g., space, frequency, power, code.
All of them are functions of time and with independent coordinate spaces for ev-
ery node. Rendezvous points are selected within a maximum geographical radius,
for bootstrapping purposes to populate the available operational zones [5]. Join-
ing of unlicensed users is done through a scheduler in order to fairly partition the
available spectrum holes given as these are a limited resource. Figure 1 shows an
example of Multi-Dimensional CAN (MD-CAN) representing N nodes in different
CR-dimensions during the time period ∆t.

In our approach, the frequency domain is represented as a CAN dimension
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Fig. 1. Overview of a Multi-Dimensional CAN.

named Channels. This lets us depict all available operation opportunities (chan-
nels) in the available frequency spectrum. Depending on the employed technology
different types of multiplexing in the available frequencies are used, enabling for
instance the CR users to exploit the same frequency though at different time peri-
ods. Through the Channels dimension in an MD-CAN we can gather and depict the
maximum amount of users that can inhabit the available spectrum simultaneously.
This allows CR users to fully use the available resources when making adaptations
to receive service.

The stored operational parameters for a node in different CR-dimensions are
identified with the Cartesian coordinates n(t) = (x(t), y(t), f(t), p(t)), where x(t)
and y(t) denote the space dimension (we assume 2-dimensional space for now,
though a third space dimension might be required later for depicting height), f(t)
the frequency dimension (partitioned into channels) and p(t) the power dimension,
all of them as functions of time. This means that n(t) can, at any given time, char-
acterize a CRD occupying the operational zone at coordinates x, y in the space
dimension, channel c in the frequency dimension and using transmission output
power p in the power dimension. Naturally, some parts of the MD-CAN functional-
ity are rendered inactive, since different CR-dimensions are represented with every
dimension instead of space alone, which otherwise is the case in regular CAN im-
plementation. The defining characteristics of each dimension can also be changed
independently of each other. A vacant position (zone) in a CAN dimension rep-
resents a hole in a particular CR-dimension as a function of time. Optimization
can hence be achieved from the perspective of every single CR user, enabling pro-
active adaptation to network changes. Users might need to adapt in one or more
CR-dimensions to keep the location in the space dimension. For instance, a slight
change of the operating frequency or the transmit power output might be required
to maintain a position in the space dimension and thus retain service.
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The MD-CAN information is updated per dimension for all registered changes
(e.g., new vacant positions in different dimensions, arriving licensed users pushing
out unlicensed users) through the standard CAN control and takeover mechanisms.
In regular CAN implementation only the affected neighbors are informed of the
changes in the topology through the immediate updates. On the other hand, in our
solution, all member nodes (not just the affected neighbors) are informed of the
changes, with updates that spread outwards from the affected neighbors. Having
all CAN members storing global network topology information is contrary to reg-
ular CAN implementation. However, since CR users depend on fast adaptations in
one or more CR-dimensions, to minimize lookup delays and retain service, every
user is responsible to store relevant information related to possible future adapta-
tions. To retain the operational zone < x2, y1 > in the space dimension an adapta-
tion in the frequency and power dimensions may be necessary, for instance from:
< x2, y1, f4, p5 > to < x2, y1, f9, p3 >. These adaptations are bounded by t and
represented as MD-CAN dimensions. In other words, this is the process of spec-
trum mobility represented as multi-dimensional routing with the goal of providing
smooth and fast transition, with a minimum of performance degradation [2].

3. Management Architecture

Cognitive Radio Devices (CRDs) are able to change their operational parame-
ters on the fly, depending on the surrounding environment and consequently emerg-
ing as a viable solution to spectrum shortage problems [2]. A CRD collects in-
formation about the characteristics of the surrounding environment like, e.g., fre-
quency, modulation and transmission power and is able to adapt and learn from
experience. The challenging research task is to develop CRDs able to sense and
identify vacant domains in the spectrum. The so-called spectrum holes (unused
spectrum available for unlicensed users) are present at different time periods and
places, thus new facilities have to be devised to utilize them for communication.
Cognitive radio networks provide these facilities by sharing the temporally unused
resources in an n-dimensional space with unlicensed mobile users. Examples of
such dimensions are geographical space, power, frequency, code, time and angle
[1, 2, 9]. Four fundamental operations are needed for the management of a CRN
[1, 2, 17]: Spectrum sensing, spectrum decision, spectrum sharing and spectrum
mobility.

These operations are necessary in order for the two CRN user classes (licensed
and unlicensed) to function seamlessly. The licensed users exploit the licensed part
of the spectrum band and the unlicensed users use the available spectrum holes (free
spaces) in the spectrum band. Whereas the control for the licensed band is focused
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on the detection of primary users, the control for unlicensed bands is trying to
minimize possible conflicts and interference to primary users when accessing the
spectrum holes. Given the extreme complexity present in the process of managing
CRNs, we propose a new architecture to achieve this functionality. To control the
four fundamental operations in the management of a CRN, we base our solution on
the use of a middleware with a common set of Application Programming Interfaces
(APIs), a number of overlay entities and a multi-dimensional routing. The proposed
architectural solution is shown in figure 2.

Fig. 2. CRN Management Architecture.

The specific middleware presented in figure 2 was originally developed by the
BTH research group and it is a software that bridges and abstracts underlying com-
ponents of similar functionality, exposing it through a common API [3]. Through
the deployment of our middleware (and using different overlays) we can ensure a
flexibility of adding new services, through future overlays.

An overlay is defined to be any network that implements its own routing or
other control mechanisms over another already existing substrate, e.g., TCP/IP,
Gnutella. With reference to the addressing type, we can partition the overlays into
two categories, namely structured and unstructured. Structured overlays implement
DHT to decide the type of routing geometry employed by the particular network.
Unstructured overlays use IP addresses or other forms of addressing like, e.g., in
the case of Gnutella, which uses Universal Unique IDs (UUIDs) [8]. Underlays
are defined by us as being forwarding or transport substrates, which are abstracted
using a common API and can also in their turn be either structured or unstructured.
The topology of structured underlays is imposed meaning decided beforehand like
in the case of Chord [4], whereas unstructured overlays topology can instead be
viewed as emergent. Furthermore, to move away from the current incompatible
overlay implementations and facilitate the integration of different overlays in our
CR management solution, a middleware based on the Key-Based Routing (KBR)
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layer of the common API has been implemented [7]. This way an independent de-
velopment of overlay protocols, services and applications is viable. We employ two
different sets of APIs, one for application writers and one for interfacing various
overlays and underlays. An exported API by one overlay can be used by other over-
lays, like in the case of "Sensing", "Prediction", "Decision Making" and "Routing",
where all have to work together to provide the needed functionality.

The following overlays are proposed: Control Entity, Spectrum Sensing,
Multi-Dimensional CAN (MD-CAN), Historical Statistics Database, Decision
Maker and Prediction and Dimension 1-4 Routing. The management solution used
in our system is an intelligent wireless communication system, defined to represent
a set of algorithms. Its purpose is to perform sensing, learning, optimization and
adaptation control of the CRN [11].

A CRN is a dynamic distributed network that changes constantly. Given the
difficulty of accurately predicting future changes in advance (e.g., an unlicensed
user that occupies a spectrum hole at a certain time period might be pushed out
by an arriving licensed user taking over that particular spectrum band), the routing
decisions have to be flexible, adaptable and performed on the fly. These decisions
are depending on both current environmental constraints, (e.g., spectrum availabil-
ity, power output, coded signal type, angle of arrivals) and the considered statistics.
The statistics are uniquely collected for every CR-dimension. To make accurate de-
cision, several mechanisms are used depending on the scenario at hand, e.g., Multi-
ple Criteria/Attribute Decision Making, Fuzzy Logic/Neural Network and Context-
Aware mechanisms. Since CRN are enabled to learn from experience, this entails
compiling statistics from previous network changes like, e.g., cost, throughput, de-
lay, primary user activity. These statistics are stored on the nodes (CRDs) partic-
ipating in the MD-CAN overlay (a geometric multi-dimensional representation of
the CR dimensions) and are gathered for each node through spectrum sensing. In
other words, occupancy in an n-dimensional CR space is identified and in our case
stored and represented through an MD-CAN. Simply put, this is the ability of a
CRN to measure, sense, learn and be aware of environmental changes and restric-
tions i.e., find opportunities in the different CR domains [1, 9]. These parameters
can be related to things like network infrastructure, radio channel characteristics,
spectrum and power availability, local policies and other operating restrictions.

For a functional architectural solution the complexity is disseminated to dif-
ferent overlays. Further, even though we employ a modified MD-CAN for the sug-
gested CR management architecture, typical CAN mechanisms for topology con-
struction, maintenance and addressing are assumed [5]. We also assume a bounded
number of users per dimension. Optimization is performed from the perspective
of all CRN users and every CR dimension. The maximum number of users that
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a CAN dimension can accommodate is determined by the limiting CR dimension
placing an upper limit Nmax on the network size. If the spectrum band becomes the
limiting dimension, all other CAN dimensions inherit the particular upper limit of
users that can be accommodated, i.e., all users are represented in every dimension.

To achieve this, a lightweight control mechanism is required (minimizing the
signaling overhead) together with a low out-of-band frequency utilization in the
unlicensed spectrum. This is a so-called Common Control Channel (CCC). The
CCC is conceived to cover long distances, though operate at low rates [1, 10]. Fur-
thermore, carrying all control information on a single channel eliminates synchro-
nization problems, which otherwise can arise from having users tuned to different
channels. We suggest to place the CCC in the unused parts of the UHF band, known
as UHF white spaces which operates over long distances, perfectly matching our
requirements [12]. Replacing the need for large-scale broadcasts over multiple
channels, the CCC has to be available to all nodes in the network at all times, en-
abling so the MD-CAN overlay to maintain its topology and stored information up
to date. However, the time needed until information (regarding a node’s profile)
updated on the CCC is available for every node has to be considered. This time is
bounded to the number of CR users present in the network [10]. It takes longer for
the information to reach the CR users farthest away from the source in case of a
large CRN. Changes are furthermore registered through the collaboration with the
Spectrum Sensing overlay and the Control Entity overlay. The Spectrum Sensing
overlay collects connectivity parameters for each CR user and for a group of CR
users as well. The collected connectivity parameters per user are communicated to
the MD-CAN overlay for statistics computation. The computed statistics per user
and per CR-dimension are saved on the participating nodes (CRDs) represented in
each corresponding virtual CAN dimension.

Naturally, the MD-CAN stored statistics per CR user are subject to constant
changes, meaning users come and go. The Decision Maker and Prediction overlay
takes therefore decisions based not only on current available user statistics, but also
on statistics computed over a longer time period. Statistics of the CRN changes
gathered over time for a group of CR users are stored in the Historical Statistics
Database overlay. This enables the Decision Maker and Prediction overlay to learn
from experience and to predict future changes more accurately. This also means
that the available spectrum holes are identified, creating so opportunities for unli-
censed users to receive service. This identification provides relevant information
for both unlicensed users already present in the CRN (to adapt their operational
parameters and retain service) and for unlicensed users wishing to join the CRN
and to receive service.

An important aspect for the MD-CAN spectrum hole representation to work
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properly is the need to consider real geographical distances between users present
in the CAN space dimension. This distance radius is bound by the members ability
to operate in the place of any other member present in this domain. In short, a CR
user should be able to adapt its operating parameters to function in every opportu-
nity that may be presented in the MD-CAN. If the geographical locations are too
distant, a user in one corner of the space domain might not be able to exploit a
spectrum hole present in the other part of the space domain. This is simply due to
the limited transmit power output and the ability to access the particular available
spectrum that might be too far away. Accurate information representation in the
MD-CAN overlay is therefore vital for the overall CR management functionality.
The e2e source based routing is locally computed by the Decision Maker and Pre-
diction overlay at the request of a communicating CRD considering factors like,
e.g., QoS/QoE, cost, service availability, security, privacy levels and user defined
preferences. This is possible through the use of the connectivity statistics per in-
dividual user stored in the MD-CAN overlay together with the group operational
statistics stored in the Historical Statistics Database overlay.

The routing path is computed by predicting the CRN changes that may occur
due to CRD adaptations. However, the accuracy of the computed path also depends
on the quality of the available statistics. Furthermore, the Control Entity overlay
is responsible for the actions related to user control, context-aware and security
facilities. This particular overlay informs the MD-CAN and hence the Decision
Maker and Prediction about user, context and service defined preferences as well
as other relevant information, offering so the end user facilities for Always Best
Connected (ABC) decisions. Since the e2e path is computed locally from the infor-
mation stored in the MD-CAN and Historical Statistics Database, a simple lookup
query in the locally stored virtual CAN space dimension suffices to find the desired
destination. Retaining service in a CRN is however not only a matter of reacting
to traffic load changes. A number of factors have to be considered to model and to
predict user activity and mobility under the QoE framing. Users are also expected
to perform their own measurements, contributing so to the MD-CAN overlay con-
nectivity statistics buildup. The considered factors can furthermore affect one or
more CR-dimensions simultaneously.

Finally, the Dimension Routing overlays are employed in collaboration with
a global time dimension common to all CR-dimensions. The Dimension Routing
overlays are responsible for performing the actual physical routing to reach the
destination. Packets are forwarded in the space domain through the multi-objective
optimized path compiled by the Decision Maker and Prediction overlay. The Di-
mension Routing overlays also need to maintain an updated MD-CAN structure
to offer the needed functionality, meaning their topology updates are synchronized
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with the MD-CAN overlay. Furthermore, the actual MD-CAN overlay topology
might change during the time spent for compiling the source based e2e path in
the Decision Maker and Prediction overlay. Therefore, when the actual physical
routing begins, the Dimension Routing overlays might have more up-to-date in-
formation. An important responsibility for reaching the destination lies thus with
these overlays. Own decisions have to be taken by them, adapting the precompiled
e2e path according to the particular network conditions.

Fig. 3. Overlay functionality and operational sequence.

Figure 3 shows an overview of the overlay functionality and operational se-
quence described above.

1 Information gathering and statistics computation operations.

2 Source based e2e path computation from the statistics compiled in opera-
tional sequence 1.

3 Physical routing and adaptations to intermediate CRD along the precompiled
e2e path from sequence 2. Enables communication packets to reach their
destinations.

4 Allows for the destination to be reached even though the precompiled e2e
path has changed. Own decisions and adaptations are made on-the-fly by the
Dimension Routing overlays according to current environmental constraints
received by synchronizing with the MD-CAN overlay.

To reach the destination a node forwards a received packet to neighbors along
the path through the information written in the packet header. Due to the approach
used for an e2e source-based route compilation in a multi-hop scenario, the risk
does exist that a destination becomes unavailable before it is reached. In such case
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packets are either discarded according to a Time to Live (TTL) counter added to
all packets send on the network or by an intermediate node having more up-to-date
knowledge of the destination availability. Finally, a scheme to prioritize between
CR unlicensed users competing for free-spaces has to be devised. Such a solution
can be based on cost (users who can afford the available spectrum hole to receive
service) or power (users who can meet the required power outputs for the available
spectrum hole to receive service) or a balanced approach (several unlicensed users
can share the cost and the available spectrum).

4. Modeling Aspects

The CR space-dimension depicted as a MD-CAN dimension needs to be able
to visualize three different categories: licensed users, unlicensed users and free
space. These categories are highly important while executing one of the two pri-
mary activities performed by the CR management system, i.e., to compute an e2e
routing path to the destination or to adapt the operational parameters of a CR user
to retain service. For instance, an e2e routing path has to be computed for reach-
ing the destination without interfering with the present licensed users. For doing
this, the following pieces of information are needed to characterize the attributes
of spectrum holes in the space dimension: Geographical location, First and second
order statistics of the busy time. Another example is given by the power spectra
of incoming RF stimuli. The following three categories can be distinguish when
passively sensing the radio domain [13]:

• Black spaces, which are occupied by high-power local interferers and should
be avoided in most cases due to the need for sophisticated spectral detec-
tion, analysis and decision. However, when the interferers are inactive these
spaces can be used in an opportunistic manner.

• Gray spaces, which are partially occupied by low-power interferers and are
potential candidates for use by the unlicensed users when the interferers are
closed.

• White spaces, which are free of RF interferers and influenced by ambient
noise only. These are the best candidates for use by the unlicensed users.

We regard a CRN frequency spectrum as consisting of a number of N channels
(synchronous slot structure), where each channel has the bandwidth Bi, for i =
1, 2, ..., N . These channels can be used either by licensed users or by unlicensed
users if they are free. The unlicensed users use these channels in an opportunistic
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way. Furthermore, we use the discrete-time Markov models to model different
statistics related to these channels like, e.g., occupancy of the N th channel.

Available spectrum bands at a given node may be different from the spectrum
bands at other nodes. They may even be flexible and not fixed, with unpredictable
channel variations, meaning the spectrum bands could even differ drastically. The
consequence is that such aspects should be captured in the process of modeling.
Our employed model offers the possibility to do this, given the rather general data
structure used for decision making and prediction. Other elements that can be
captured and used in the process of CRD routing are, e.g., geographical distance
between nodes, number of nodes in the network, number of available bands at a
particular node, number of available bands in a network, maximum transmission
power, spectral density at a transmitter node, minimum threshold of power spec-
tral density to decode a transmission at a receiver node, link layer delay and others
[14]. The diversity of the data collected, together with the hard requirements for
fast routing decisions in the case of opportunistic routing leads to demands for effi-
cient multidimensional data representation based, e.g., on multiple correspondence
analysis (MCA) [15]. Tools like MCA, in combination with On Line Analytical
Processing (OLAP), may help towards a better data summarizing, exploration and
navigation in data cubes as well as detection of relevant information to help per-
forming an efficient and fast opportunistic routing.

5. Routing Aspects

Routing in cognitive radio networks is challenging due to the large diversity
of network configurations, diversity of network conditions as well as user activities
[10]. The consequence is in form of large variations in the topology and connectiv-
ity map of the CRN as well as the available frequency bands of licensed users and
their variations (e.g., power spectra). Furthermore, it is also important to consider
possible spectrum handover when changing the frequency of operation. This in turn
creates difficulties in finding an appropriate path between a particular source node
and a particular destination node. Considering the activity and holding times of
licensed users as a reference framing, we can partition the CRN routing as follows
[1, 2, 10]:

• Static routing, used given that the holding times of the licensed bands are rel-
atively static processes, i.e., with variations in the order of hours or days. Al-
though this shows resemblance to multi-radio multi-channel mesh networks,
there is the need to deal with transmissions over parallel channels as well as
handling interference among licensed users and unlicensed users.
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• Dynamic routing, licensed bands are intermittently available. Smaller tem-
poral framings in the order of hours down to minutes, demands for more
dynamic routing decisions. The main challenges are to find stable routing
paths able to provide the expected e2e performance and to define appropri-
ate routing metrics able to capture spectrum fluctuations. The routing algo-
rithms used are those for wireless ad-hoc networks, combinations of static
mesh routing and per-packet dynamic routing.

• Opportunistic (or highly dynamic) routing, the licensed bands show very
high variations with temporal framings in the order of minutes down to sec-
onds. Demands for routing algorithms able to take quick, local decisions.
Solutions encompasses, per-packet dynamic routing over opportunistically
available channels. Adapts the routing to the particular conditions existent
at a specific time moment. This type of self-aware routing is also called
cognitive routing protocols [16].

Our solution for CRN routing is a combined routing solution. The Decision
Maker and Prediction overlay uses a static routing model to compile the e2e routing
path locally. The computed path takes into account all available resources like, e.g.,
gathered network parameters from the MD-CAN overlay and the Historical Statis-
tics database overlay, user preferences, environmental constraints and predictions
of future network adaptations. Learning from previous experience, the predictions
are performed with increased accuracy over time leading to further improved e2e
path compilations that hold for the expected time period.

However, the "Dimension Routing" overlays responsible for the actual phys-
ical routing and adaptations can easily update and adapt the precompiled path if
needed, according to the present network conditions and through the employment
of dynamic and opportunistic routing. For every hop along the way the validity
of the e2e path and destination is examined and reevaluated if necessary through a
dynamic routing approach. All CRN users are responsible to keep their MD-CAN
topology representation as accurate as possible. Obviously, peers located closer to
the source of occurring changes are likely to be updated faster than those farther
away. In case of peer failures a new path is computed by the intermediate peer,
which currently holds the packet. The recompiled path stretches from the current
location to the destination. In the case of destination node failure the packet is dis-
carded. It is also necessary to consider the scenario where all original CR users in
the CAN space dimension (from the original e2e path compiled by the "Decision
Maker and Prediction" overlay) are still valid, though the destination has become
unreachable due to adaptations in the other domains. In such a case an opportunistic
adaptation is used for the remaining CR dimensions to adapt some parameters (e.g.,



271

in the frequency or power domains) and thus still be able to reach the destination
compiled in the original path.

6. Conclusions

The paper has advanced a novel architectural solution for the management of
cognitive radio networks. The architecture is based on the use of a middleware with
a common set of Application Programming Interfaces (APIs), a number of overlay
entities and a multi-dimensional routing. A short description of this architecture has
been presented, with a particular focus on the research challenges associated with
this architecture. Furthermore, two of the most important elements of the above-
mentioned architecture are the Multi-Dimensional CAN (MD-CAN) and the CRN
routing. The paper has particularly developed on the solutions adopted for these
elements. Future work is three-fold. First of all, we intend to develop a solution for
the Decision Maker and Prediction overlay. Further, we want to develop analytical
and simulation models of this architecture and to do performance evaluation and
validation. Finally, we want to implement this architecture.
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Abstract: User’s location modeling and prediction is complex and a challenge for seamless
mobility in heterogeneous networks. Location prediction is fundamental for pro-active actions to be
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1. Introduction

Today, various wireless technologies and networks exist and capture different
user’s preferences with different services these technologies provide. The range
of wireless access network technologies includes GSM, GPRS, UMTS, WiMax,
WLAN (802.11 a/b/g/h) and Bluetooth. On the other hand, a great part of today’s
mobile terminals are already capable of having more than one interface active at
the same time. Since the available wireless networks are complementary to each
other, the vision of the Next Generation Networks (NGN) is to combine them over
a common IP-based core network to support high usability (any system, any time,
any where). This will empower mobile users to choose from their terminals which
network interface to use in order to connect to the best available access network
that fits their preferences. Key features are user friendliness and personalization as
well as terminal device and network heterogeneity [1].

Existing solutions attempt to handle mobility at the link layer (L2) and the
network layer (L3) with a particular focus on the reduction of handoff latency.
The basic idea is to rely on the capability of L2 to monitor and to trigger changes
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with regard to L2 or L1 conditions. This further assists IP in handover preparation
and execution. However, mobility in heterogeneous networks is mainly user cen-
tric [1]. This calls for dynamic and adaptive mechanisms adapted to the current
situation of users, which makes control and management difficult for operators.
The IEEE 802.21 working group is working on the Media Independent Handover
(MIH) standard to enhance the collaborative use of the information available at
the mobile terminal and the network infrastructure. The primary focus is on the
decision phase of handoffs.

In addition, QoS is an important part of distributed multimedia applica-
tions [2]. This calls for applications to specify their QoS requirements before any
attempt for resource reservation. Guaranteed QoS requirements for the whole du-
ration of the service delivery makes resource provisioning a complex task in tradi-
tional fixed Internet. Thus, the high heterogeneity supported in NGNs introduces
additional complexities such as bandwidth fluctuations, temporary loss of connec-
tivity when clients disconnect from one AP and connect to a new one (handoffs) [3].

Seamless mobility therefore requires continuous resource reservation and ef-
ficient context transfer for handover management as the mobile terminal moves.
The work in [4] suggests to act pro-actively against handoffs as one way towards
seamless mobility. Furthermore, due to the complexity of handoffs there is a need
to consider solutions based on full context awareness implemented at L5 in the
TCP/IP protocol stack [3]. In other words, the high heterogeneity supported in
NGNs, along with their respective specific handoff related procedures, requires a
complete visibility of all aspects related to the handover process before any attempt
for handover management.

Similarly, Blekinge Institute of Technology (BTH) suggests an architectural
solution based on middleware and overlays [1]. This is an architectural solution
implemented at L5, with the objective to offer less dependence on physical pa-
rameters and more flexibility in the design of architectural solutions. By this, the
convergence of different technologies is simplified. A number of research chal-
lenges have been identified by the authors and are being worked on. These regard
SIP and delay measurements, security, quality of Experience (QoE) management,
overlay routing, node positioning, mobility modeling and prediction, middleware
and handover.

As a functional block within the BTH architecture, the “Mobility Modeling
and Prediction” overlay has the main function to perform mobility modeling and
prediction. Specifically, the “Node Positioning” overlay collects the mobile termi-
nal location informations, and transforms them into GPS coordinates. Further, the
“Mobility Modeling and Prediction” overlay relies on this location information to
determine and to learn the user mobility behavior for the appropriate handoff pro-
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cess to take place pro-actively. The user behavior includes user’s location as well
as user’s preferences (applications or terminal devices), which can be observed in
terms of requests.

Mobility prediction is fundamental for pro-active actions to be able to take
place. We envision to develop mobility predictors that exploit the past user’s be-
havior and deduce how the user will behave in the future. These will include
on-line models as well as off-line models. Furthermore, mobility prediction will
be dynamic with the prediction agent running on the network as well as on the
mobile terminal. Previous work [4, 5, 6] has shown that Markovian models and
information-theoretic techniques are appropriate for on-line location prediction in
wireless and cellular networks. According to [7], we should envisage other pre-
diction techniques that have been developed in other disciplines, such as compu-
tational biology, machine learning, and Wold Wide Web. In this paper we present
an overview of the state-of-the-art techniques for location prediction in wireless
and cellular networks. This paper focuses on the mobile terminal location, as an
example of the mobile’s context. We survey different models and algorithms to
track a user’s mobility by determining and predicting their location. We consider
only infrastructure-based networks such that the user’s location can be described in
terms of the topology of the corresponding access infrastructure and not the actual
location of mobile.

The rest of the paper is as follows. In section two the BTH architecture for
seamless mobility is described. In section three mobility prediction techniques
are presented. In section four we present the model for user mobility. In section
five models for movement history are presented. Finally, section six concludes the
paper.

2. Mobility prediction techniques

Mobility prediction is needed to estimate where and/or when the next handoff
will occur. This can be done at the link layer (L2), network layer (L3), and applica-
tion layer (L5) in a TCP/IP protocol stack [1]. This is achieved by monitoring the
mobile, gathering related location information and inferring the associated model
of the mobile motion. Mobility prediction techniques can be classified into:

• User-Centric: the mobile stores its most frequent path locally or gets them
from a home repository and builds a model of its motion behavior [4].

• AP-Centric: prediction is performed locally at an access point (AP), which
builds the model using the motion behavior of mobiles encountered in the
past [4].
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The concept behind all these techniques is that users’ mobility present repet-
itive patterns, which can be observed, gathered and learned over time. These pat-
terns are merely the favorite route of travel and the habitual residence time. There-
fore, the underlying mobility model can be characterized as a stationary stochastic
process whose output is a sequence of observable location information.

3. Mobility modeling

The mobility models reported in [8, 9, 10, 11, 12, 13] are based on the assump-
tion that a user’s location is a priori information, which allows for simplification
and analysis. The problem however is that mobility is a stochastic process, which
has to be learned. Thus we need a scenario to describe user’s mobility.

Let us consider a mobile user walking down a street while connected to a
wireless network. The mobile communicates with a given access point and can
regularly measure some information directly related to the path it follows (e.g signal
strength or GPS coordinates). By reporting these measurements at discrete time
steps t = 1, 2, 3, ... we get a sequence of observable V = V1, V2, V3, ...

Since we are interested in gathering location information, let us divide the zone
near an AP in small areas ϑ = v1, v2, v3, ... where vi is an index identifying a zone-
Id. Therefore, at any time a mobile can be described as being in one of the area
zones vi, thus ϑ is a state space. In addition, the road layout in the area near the
AP represents the way area zones are interconnected. While a mobile is moving,
it collects vi at discrete time steps, thus any sequence v1, v2, v3, v4, ... represents a
movement history.

Here we are interested in matching the sequence of observable V and the move-
ment history ϑ in order to build a model of the mobile motion. This is referred to as
state-to-observation problem. It is the base of the learning process for Markovian
models.

4. Models for movement history

4.1. Discrete Markov models

Discrete Markov models relies on the simple mapping for the state-to-
observation problem. Thus, given a state space ϑ = v1, v2, ..., vN of size N , a
mobile undergoes a change of state according to a set of probabilities associated
with the state. If the time associated with state changes is t = 1, 2, 3, ..., N , Vt

represent the actual state at time t. This mean, the movement history collected (L2
signals) correspond to the observable location information. In general, a full prob-
abilistic description requires specification of the current state and all previous past
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states. However the first order Markov chain specifies only the current state and its
previous state [14]:

P [Vn = vn | V1 = v1, ..., Vn−1 = vn−1] = P [Vn = vn | Vn−1 = vn−1)]
= P [Vt = vj | Vt−1 = vi] (1)

For a finite, irreducible ergodic Markov chain, the limiting probabily that the pro-
cess will be in state j at time n, πj , exists and is a unique non-negative solution
of

πj =
∑

i

πiPij , j ≥ 0, (2)∑
j

πj = 1

Therefore, a complete specification of a first order Markov model requires specifi-
cation of the model parameter N , the one-step transition propobility matrix P and
the limiting probability vector Π.

For the usage of Markov models, let us refer to the location tracking problem
in cellular networks as mentioned in [5], where the movement history is recorded
using time-movement based update scheme. The service area is composed of eight
zones a, b, c, d, e, f, g, h interconnected with highway roads. Thus all location in-
formation (i.e., the sequence of observable information) related to the path a mobile
follows corresponds to the movement history.

Given a typical sample path, e.g., V = aaababbbbbaabccddcbaaaa, we are
required to specifyN , P and Π in order to build a first order Markov model, which
can be used either as a model of this particular motion process or a generator of
location information (sequence of observable). According to [5], a simple count
approach is used to get values for these parameters.

The first order Markov model is appropriate for memoryless movement model-
ing, but in general the mobile user travels with a destination in mind. This requires
considering the favorite route profiles of a user for the design of the motion model.

4.2. LeZi-update scheme

The mere purpose of this algorithm is to manage the uncertainty associated
with the current location of a mobile based on specification of all previous past
locations [5]. By doing this, we can only predict the current location of a mobile
with a high degree of accuracy given its route prolife.

In other words, given a motion process V = v1v2v3..., we need to build candi-
date models based on previous last visited locations. The null-order model gathers
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0-context 1-context 2-contexts
a(10) a|a(6) b|c(1) a|aa(3) a|ba(2) a|cb(1)
b(8) b|a(3) c|c(1) b|aa(2) b|ba(1) d|cc(1)
c(3) a|b(3) d|c(1) a|ab(1) a|bb(1) a|cd(1)
d(2) b|b(4) c|d(1) b|ab(1) b|bb(3) b|dc(1)

c|b(1) d|d(1) c|ab(1) c|bc(1) c|dd(1)

Table 1. Context locations and their frequencies for a sequence aaababbbbbaabccddcbaaaa [14]

all the 0-context (no previous location) with their respective frequencies. Then the
first-order model gathers all the 1-context (one previous location) with their re-
spective frequencies, and so on until we reach the k-order model, which collects
the highest meaningful context. Further, the entropy rate of the motion process
along each candidate model is calculated until we reach the limiting value H(V)
of the entropy rate, if it exists. Results in [5] show that for a stationary stochastic
process the limit H(V) exists and corresponds to the universal model.

For example, let us consider a movement history at a given time, V =
aaababbbbbaabccddcbaaaa, captured using L2 signals (see Fig.2). Under the
concept of Markov model, candidate motion models of the movement history
might be constructed by specifying, for the current location, the k-context loca-
tions (k = 0, 1, 2, ...). These are all the past locations of a user conditioned on
the current location. Thus, for a sequence aaababbbbbaabccddcbaaaa, all the 0-
context, 1-context, and 2-context along with their respective frequencies of oc-
currence are enumerated in Table.1. With reference to the illustration in [5], the
entropy rate of the movement history, V = aaababbbbbaabccddcbaaaa, are re-
spectively: H(V| 0-order model) = 1.742, H(V| 1-order model) = 1.182 and
H(V)| 2-order model) = 1.21. Intuitively, the highest order model is directly
linked to the highest meaningful context. This corresponds to the universal model.

Again, under a first order Markov Chain the mobile terminal maintains a cache
scheme for a user’s location until the next update. By reporting this, the system
uploads the new location and recomputes location statistics. The universal model
relies on specification of the highest meaningful context. Therefore, the mobile
is needed to maintain a dictionary-like scheme of route profile. At each location
update, it reports a phrase-like message as a new route explored. The system, on
its turn retrieves the phrase-like message (new route), uploads the mobile’s route
dictionary, and estimates all predictable routes untill the next location update.

Thus, the degree of location uncertainty lies between two consecutive message
updates. A good solution to reduce the number of updates is that upon detection of



279

Fig. 1. A user movement history at a given time

the same message, to delay message update until a new message arrives. According
to [7], this is what achieves the Lempel-Ziv-78 scheme, a parsing technique for data
compression. It is referred to as the prefix-matching technique.

The concept behind this formulation is that the movement history is compress-
ible. The LeZi-update scheme, as reported in [5], is an interlaced learning and
coding process that:

1. Uses the prefix-matching technique, during the learning process, to generate
phrase-like messages of variable length.

2. Applies, during the encoding process, the variable-to-fixed length coding
scheme and generates fixed length dictionary indices representing context
statistics.

3. Stores these fixed length dictionary indices in a symbol-wise model that can
be represented in a tree form.

With reference to illustrations presented in [5, 6], let us consider a typical
movement history, e.g., V = aaababbbbbaabccddcbaaaa, parsed as distinct phrase-
like messages a, aa, b, ab, bb, bba, abc, c, d, dc, baa, aaa, by using a prefix-matching
technique. Then, by applying the variable-to-fixed length coding scheme, each
message is explored and symbol contexts together with their respective frequency
of occurrence are stored in a symbolwise context model, which can be implemented
by a tree (see Fig.2). Furthermore, context statistics are updated for each message
entry in the tree using the following technique: increment context statistics for
every prefix of every suffix of the phrase.

Therefore, as larger and larger messages arrives, the symbolwise context
model, maintained in every mobile’s location database, will contain sufficient infor-
mation regarding user mobility profile. Further, the system uses this information to
estimate the location of a mobile terminal until the next update message arrives, and
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Fig. 2: Symbolwise context model: a contex represents a path from root to any node; a sub-tree rooted at a node
represents a corresponding conditioned context; a path from root to leaves represents the largest context [14]

this time period corresponds to the location uncertainty period. This gives insight
to the predictability of higher order Markov models.

Another point to consider is with respect to specification of probability mea-
sures estimated based on context statistics stored in the tree form model. Since
the system holds the mobile’s route profile until the last update message (current
context) in the form of all previous past locations, we are interested in estimating
the next update message to be sent by the mobile. This is the condition probability
distribution given the current context. This is what the prediction by partial match
(PPM) techniques achieves for text compression [7]. However, due to space limi-
tation, the work in [5] suggests the blending-PPM that work with total probability
distributions instead of relying on conditional probability distributions.

4.3. Hidden Markov models

So far, we have mentioned the state-to-observation matching problem, which
is the base of the learning process for the model of the mobile motion. By using
the concept of Markov models, the movement history collected using L2 signals
corresponds to the observable location information. In the following we extend
this concept to include the case where the movement history information is absent,
but can be generated through a set of stochastic processes. Thus, the observable
location information is a probabilistic function of the physical location of a mobile.
The physical locations of the mobile are hidden to the system, therefore the result-
ing model of the mobile motion is a doubly embedded stochastic processes called
Hidden Markov model [15].
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Typically for a L2/L3 handover case, characterization of user’s mobility as a
stochastic process relies on the ability of a mobile to monitor the user’s motion
behavior within the topology of the corresponding access infrastructure. Thus, the
mobile collects some piece of information associated to its location along the route
it follows. These informations can be very precise (GPS positions), less informa-
tive (signal strength), or very fragmentary (past pass by AP, time of day, or cell
residence time) [4]. By reporting these informations to a handover management
functional module such as L3 Mobile IP (MIP), the type of handover (horizontal
or vertical) as well as the time to perform it can be determined. This is done based
on knowledge of the access points surroundings. By using the concept of Hidden
Markov models, on one side a prediction scheme can easily adapt any network, and
on the other side it can accommodate any type of information emitted by the mobile
terminal.

Therefore, a Hidden Markov model is characterized by:

• A hidden state space of size N , ϑ = {v1, v2, ..., vN}, where the state at time
t is denoted qt. The vi(s) are the more likely physical locations of a user, a
mobile terminal can collect.

• A set of observable location information per state of size M , V =
{V1, V2, ..., VM}. The Vi(s) are any type of location information associated
with a user location, a mobile terminal can send to the system.

• The single step state transition distribution, P = {Pij}

Pij = P [Vt = vj | Vt−1 = vi]. (3)

• The observable location information distribution in state j, B = {bj(Vk)}

bj(Vk) = P [Vk at t|qt = vj ] 1 ≤ j ≤ N (4)

1 ≤ k ≤M

• The initial state probability vector, Π = {πi}

πi = P [qi = vi] (5)

Thus, given values for the parameters N,M,P,B and Π, a Hidden Markov
model can be used as a generator or a model of a sequence of observable location
information, V = V1V2V3... For the usage of Hidden Markov Model, the work
of [4] suggests a framework based on artificial intelligence technique that links
directly a user movement to the handover mechanism.
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5. Conclusion

Seamless mobility in heterogeneous networks requires continuous resource
reservation and efficient context transfer for handover management as the mobile
terminal moves. The BTH architectural solution for seamless mobility, as reported
in [1], offers less dependence on physical parameters and more flexibility in the
design of architectural solutions. Based on this, we envision to develop predic-
tive models that exploit a user’s previous behavior and deduce the user’s future
behavior. This paper focuses on user’s location prediction as a fundamental for
pro-active actions to be able to take place. We describe the user’s locations as a
discrete sequence. We present an overview of Markov models and information-
theoretic techniques for location prediction.

Future work includes using simulation to perform comparative studies in order
to evaluate various mobility prediction techniques in different mobility scenarios.
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Abstract: The load balancing issue in computer networks has been known for many years. It can be 

done in many ways: duplicated routes can be rigidly configured via the use of costly hardware load 

balancers or use dynamic routing. The subject of this research was made using possibilities of computer 

networks with dynamic routing for load balancing. Three dynamic routing protocols were considered: 

RIP, OSPF, EIGRP. The research was conducted for two simultaneous links with the same or different 

bandwidths. The research was carried out to confirm, which protocols to use, and which are the most 

efficient for load balancing for links with equal and unequal costs. It was also a trial to answer the 

question, what kind of link parameters (bandwidth, delay) have an impact on load balancing. 

Keywords: Load balancing, dynamic routing protocols. 

 

1. Introduction 

Load balancing is a router ability to send packets to the destination IP address, 

using more than one route, Fig. 1. Routes can be set statically or dynamically 

through protocols such as RIP, OSPF, EIGRP.  

If the router supports more than one dynamic routing protocol, then the 

concept of administrative distance is introduced. It is a number representing 

a level of trust in relation to information source about the route. The principle is 

quite simple, the smaller administrative distance is (smaller number), the more 

trustworthy the data source about the route is. If the router recognizes some 

routes to a destination network (the routes detailed in the routing table), it choose 

the one which has the smallest administrative distance. Sometimes there is 

a situation, that the router must choose one route from among several which have 

the same administrative distance. In this case the router chooses the route with 

the smallest cost which is calculated based on the routing protocol metric. If the 

router knows some routes with the same administrative distance and the same 
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cost than it is possible a transmission with load balancing. Mostly routing 

protocols default install maximum four equivalent routes. 

 

Fig. 1. A general scheme of load balancing 

 

2. RIP protocol 

A type of dynamic routing protocol distance vector. The routing algorithm of 

the distance vector periodically copies a routing table from one router to another. 

These regular updates between routers communicate about topology changes. 

Distance vector algorithms are also known as Bellman-Ford algorithms. Each 

router gets the routing table from the directly connected neighbor. Algorithm can 

store the value of the distance, creating and  maintaining a database of network 

topology. However, these algorithms do not allow the router to became familiar 

with the exact network topology, each router “sees” only directly connected 

neighbors.  
2.1 RIP metric. 

The measure used by the RIP protocol to measure the distance between the 

source and destination is hop counting. Each hop on the way from source to its 

destination is usually assigned one value. When the router receives the routing 

table update that contains a new or changed an entry for the destination in the 

network, it adds 1 to the measurement values indicated in the update and enters 

a change in a routing table. Next hop address is the IP address of sender. RIP 

protocol reduces the number of hops that may occur between the source and 

destination, preventing a transmission data stream without the end in a the loop. 

The maximum number of hops in the path is 15. If the router accept routing 

update that include new or changes entry, and if the measure will be increased in 

one, and will be exceeded 15 hops, such destination on the network is considered 

as unavailable. 
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2.2 RIP load balancing. 

 

This type of load balancing allows the router to select more than one route to 

the destination IP address. RIP protocol can set a maximum of six simultaneous 

routes for the packages, but the default is set four paths. The RIP protocol as 

a metric uses number of hops and based on that, calculates the best routes for 

packets. Therefore it is possible to route using symmetrical and asymmetrical 

links that have different bandwidths, however the total bandwidth is shared, in 

proportion to the number of links, Fig. 2 (if there are 2 links, the distribution is 

50%/50%). This is not an effective solution, because it does not take into 

consideration the fact that one link may have better parameters than second link. 

 

Fig. 2. Load balancing in RIP protocol. 

 

3. OSPF protocol. 

OSPF (Open Shortest Path First) dynamic routing protocol is designed to 

work with IP based networks. It is an internal protocol within a single 

Autonomous System (AS). Its rise has been forced due to underperformance of 

the RIP protocol, which could not satisfactorily handle the ever growing IP 

supporting networks. Action protocol is based on the algorithm SFP (Shortest 

Path First), sometimes known as Dijkstra’s algorithm. OSPF is a link state 

protocol type, it means that every short time is sent notification (LSA Link State 

Advertisement) to all routers located in the autonomous zone. LSA contains 

information about available interfaces, metrics and other network parameters. 

Based on this information, routers calculate efficient traffic routes using the SPF 

algorithm. Each router periodically sends out LSA packets containing 

information about availability or change of router status. Therefore, fast changes 

are detected in the network topology which enables efficient adaptation of 
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routing to the existing conditions. Sending the LSA gives the possibility to build 

a topology of network. Based on this, using the SPF algorithm, routes tables are 

created.  
3.1 OSPF metric. 

OSPF supports a system of penalty tables. Networks systems assign a metric 

depending on the setting of OSPF-enabled applications and tools for 

configuration options, related to network interfaces and connections. Most often 

these are: the link bandwidth, the delay on the link and the individual preferences 

of the network system administrator. In practice however, the value metric 

depends only on the bandwidth, according to the formula: 

 

                      metric=10^8/bandwidth                                         (1) 

3.2 OSPF load balancing. 

If to the network lead two or more routes with equal metric value, the protocol 

shared traffic between 4 routes (maximum 6 routes). Unfortunately, when to the 

network lead two or more routes with different metric values, then all traffic goes 

through the route with the lowest metric value. Therefore, the OSPF load 

balancing is possible, but only for routes with identical parameters, Fig. 3. 

 

Fig. 3. Load balancing in OSPF protocol. 

In specific cases, where we want to force a transmission on routes with lower 

bandwidth, we can manually modify the OSPF metric.  

 

4. EIGRP protocol. 

EIGRP (Enhanced Interior Gateway Routing Protocol) was introduced by 

Cisco as a scalable and improved version of its own routing protocol running 
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based on distance vector – IGRP. EIGRP is often described as a hybrid protocol, 

because it combines the best features of routing algorithms using distance vector 

and link state. EIGRP protocol uses typical functions for link state routing 

protocols and some key features of OSPF, such as partial updates and 

discovering of neighboring devices. One important advantage of EIGRP protocol 

is DUAL (Diffusing Update Algorithm) algorithm, which enables the 

identification and rejection of looped routes, and allows to find alternative routes 

without waiting for update from other routers. EIGRP does not send periodic 

updates. Instead, it refreshes the relationship with nearby neighboring routers 

through sending small packets and sending partial updates, when it detects 

changes in network topology. Therefore it consumes much less bandwidth than 

distance vector protocol (RIP). 

 
4.1 EIGRP metric. 

Its value depends on bandwidth and delay, although it is possible to extend: 

the average load, reliability and MTU (Maximum Transmission Unit). Link 

metric value is calculated by the formula: 

 

)]4Re/5[

]*3)256/()*2(*1[*256

KliabilityK

DelayKLoadBandwithKBandwithKmetric


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  (2) 

Where the parameters K1 … K5 take the value 0 or 1 depending on whether 

the characterization is used and they correspond to the characteristics of: 

bandwidth, load, delay, reliability, MTU. The value bandwidth means metric of 

the lowest bandwidth link, and is calculated from the formula: 

   bandwidth = [10000000/(lowestbandwidthinkbps)]* 256             (3) 

                  delay = (interfacedelay/10) *256                                   (4) 

Very often we assumed K1=K3=1 and K2=K4=K5=0 to simplify some 

calculation, then the metric is calculated: 

                  metric = 256*( bandwidth + delay)                              (5) 

4.2 EIGRP load balancing. 

If the EIGRP protocol finds some routes with the same cost it will 

automatically start to distribute the traffic between them. Using the variance 

command it can also distribute traffic to link with a higher cost. Multiplier, in this 

case must be between 1 to 128 and the default is 1. This means only the 



290 

 

distribution of traffic between links has the same cost, the cost is directly 

connected with the metric. If we have links with different bandwidth, with 

different costs, then a route metric with a lower cost must be multiplied by the 

multiplier value and we obtain a cost, which is the same as the cost of link with 

a higher cost. Therefore we obtain (though extortion) two links with the same 

cost and a possible load balancing mechanism, Fig. 4. 

 

Fig. 4. Load balancing in EIGRP protocol. 

This function seems to be the best, if we consider load balancing with 

different costs routes, however it has one major defect, EIGRP protocol is 

a commercial solution used only in Cisco routers, which obviously limits its 

application. 

 

5. Tabular assess possibilities of load balancing in dynamic  

routing protocols. 

Tab. 2 consists a theoretical comparison of load balancing possibilities in 

dynamic routing protocols. 
 Load balancing 

 RIP OSPF EIGRP 

 

The same cost links 

 

Yes Yes Yes 

 

Different cost links, traffic 

shared 50%/50% 

Yes No No 

 

Different cost links, traffic 

proportionally shared  

No 

 

No Yes 

 

Limitation of OS platform 

 

No No Only Cisco 

 

Network scalability 

 

Small 

network 

Medium 

network 

Medium 

network 

Tab. 2. Comparison of load balancing possibilities 
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6. The research bench. 

The research was shared into two parts. In the first part of research where RIP 

and OSPF protocols were studied, the research bench was built on the linux 

operating system in which the ZEBRA system was installed. Zebra allows 

dynamic routing protocols RIP and OSPF to run, Fig. 5. The research used two 

different 4 Mbs links, in which, during the tests it reduced bandwidth, if it was 

necessary, using network limiters (CBQ packet in linux). In the second part of 

research, load balancing was studied in EIGRP protocol. Because EIGRP 

protocol can run only on Cisco routers, tests were carried out using Cisco 2801 

routers, Fig. 8. In both cases, the measurement of bandwidth and load were done 

by MRTG software. 
 

7. Load balancing research in RIP protocol. 

 

Fig. 5. Measuring circuit for testing load balancing in RIP and OSPF protocols 

The routers had the software in which the RIP dynamic routing was working. 

Then begins transmission of a large number of files, about 1000 between LAN1 

and LAN2. Using network limiters a different network bandwidth was set on 

link1 and link2. It was observed that load balancing appeared and traffic is 

always distibuted 50%/50%, regardless of bandwidth, limited to the link with 

lower bandwidth. It was also noticed that if one of the link has very small 

bandwidth, compared to the second link bandwidth: 

 

bandwidth link1/bandwidth link2 = about 25                        (6) 

Load balancing does not occur, and the transmission goes through larger 

bandwidth link. 
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Fig. 6. Distribution of transmission between link1 and link2 with different bandwidth for 

RIP protocol 

The research shows that load balancing in dynamic routing protocol RIP is 

possible and transmission is always divided in half, regardless of whether links 

have different or the same bandwidth as detailed in Fig. 6. It also appears that the 

large difference in links bandwidth causes that load balancing does not occur. In 

small networks, where the RIP protocol is used, you can use the alternative link 

(backup) and start  the load balancing in a very easy way. 

 

8. Load balancing research in OSPF protocol. 

The routers had the software in which the OSPF dynamic routing was 

working. Then began transmission large number of files, about 1000 between 

LAN1 and LAN2. Using network limiters set a different network bandwidth on 

link1 and link2. It turned out, that load balancing is possible only for routes with 

the same bandwidth that are equal 50%/50%.  
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Fig. 7. Distribution of transmission between link1 and link2, for OSPF protocol 

OSPF is very flexible, if we take into account, the hardware platform and 

operating system, but shows small possibilities in load balancing, Fig. 7. In 

principle, it is possible only for routes with identical parameters, then the 

transmission is divided in half. 

 

9. Load balancing research in EIGRP protocol. 

 

Fig. 8. Measuring circuit for testing load balancing  in EIGRP protocol 

On Cisco 2801 routers run the EIGRP dynamic routing, which enables 

running load balancing, Fig. 8. Bandwidth link1 was 4 Mbs, but bandwidth link2 

was limited to 2 Mbs. For link2 variance value was set to 2. This configuration 
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allowes load balancing on 4Mbs and 2Mbs links. Then began the transmission of 

a large number of files, about 1000 between LAN1 and LAN2, using 2Mbs and 

4Mbs links. In such settings, load balancing was not present, MRTG 

measurement showed transmission only on 4 Mbs link. By increasing a variance 

to 3 transmission occurred on both links (Fig. 10) and distribution was in 

proportion: 35% 2Mbs link and 65% 4Mbs link. You can guess that, when the 

variance was set to 2, a problem with various dalays on link1 and link2 appeared, 

which resulted in another metric in the calculation by the router. A few tests were 

performed by limitings the bandwidth on link1 and link2. By empirical selection 

of value variance, load balancing occurred and a traffic was proportionally 

distributed on two links, Fig. 9. 

 

 

Fig. 9. Distribution of transmission between link1 and link2 with different bandwidth for 

EIGRP protocol 

The research shows that load balancing in dynamic routing protocol EIGRP is 

possible and that traffic is distributed proportionally to each links bandwidth. The 

downside, which limits this solution is that the EIGRP protocol can only run on 

one hardware platform (Cisco), which is very expensive. 



295 

 

 

 

10. Conclusions. 

The research have confirmed the theoretical function (chapter 5) regarding the 

possibilities of using the load balancing in dynamic routing protocols. After each 

experiment are summarized, in detail, the practical possibilities (chapter 7,8,9). 

Generally speaking, studies confirmed the theoretical possibilities of dynamic 

routing protocols with regard to load balancing using. The EIGRP protocol has 

the greatest possibilities because, load ballancing can be run on various cost 

links, but works only on one platform, Cisco. RIP and OSPF protocols slightly 

worse deal with this subject but the load balancing is possible. In studies tried to 

also answer the question, whether the link parameters (bandwidth, delay) affect 

the load balancing. The bandwidth parameter has a significant impact on the load 

balancing in all protocols, while the delay parameter was important in the EIGRP 

protocol. Although OSPF has the smallest possibilities when it comes to load 

balancing, it has tremendous flexibility when it comes to platform (different type 

of operating systems) and is widely used. You could focus on the topic of load 

balancing in OSPF protocol for different bandwidth links (different cost links), 

which could be the subject of futher research. 
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Abstract: The paper presents the analytical methods for determination of traffic characteris-
tics in multistage switching networks servicing multirate BPP (Binomial-Poisson-Pascal) traffic. The
proposed methods allow us to determine point-to-point blocking probability inthe switching net-
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effective availability concept and the models of interstage and outgoing links. The results of analyt-
ical calculations of blocking probability in the switching networks with BPP traffic and bandwidth
reservation are compared with the simulation results.
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1. Introduction

Together with increasing popularity of voice, audio, video, TV and gaming
applications the infrastructure supporting these applications is being deployed very
fast. Simultaneously we can observe increasing effort in elaboration of analytical
methods of modeling and dimensioning the multiservice systems, and, in particular
multiservice multistage switching networks [1].

Modern networks should ensure high service quality for a wide range ofser-
vice classes with different Quality of Service (QoS) requirements as well as high
usage of network resources. One of possible ways of fulfilling these requirements
is a satisfactory choice of admission control function which is responsible for the
most favorable access control strategy for different calls. One of thepossible strate-
gies of admission control function is bandwidth reservation. The reservation mech-
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anisms allow us to obtain unrestricted relations between the blocking probabilities
of individual traffic classes.

The multiservice switching networks with bandwidth reservation and Poisson
call streams were the subject of many analysis [2–4]. However, recentlywe can no-
tice increasing interest in elaborating effective methods of analysis of multi-service
systems in which traffic streams of each class are generated by a finite number of
sources. This is due to the fact that in modern networks the ratio of sourcepopula-
tion and capacity of a system is often limited and the value of traffic load offered by
calls of particular classes is dependent on the number of occupied bandwidth units
in the group, i.e. on the number of in-service/idle traffic sources. In suchsystems
the arrival process is modeled by Binomial process or Pascal process.

The first method devoted to modeling the switching networks with BPP traffic
and bandwidth reservation, the so-called recurrent method, was published in [5].
The method is based on the simplified algorithm of calculation of the effective-
availability parameter. The results presented in [5] were limited to a single reser-
vation algorithm. In this paper two methods of blocking probability calculation
in the switching networks which are offered multi-service traffic streams gener-
ated by Binomial (Engset)–Poisson (Erlang)–Pascal traffic sources has been pro-
posed. The proposed methods are directly based on the effective-availability meth-
ods [6] and allow us to model the switching networks with different reservation
algorithms. The calculations involve determination of occupancy distributions in
interstage links as well as in the outgoing links. These distributions are calculated
by means of the full-availability group model and the limited-availability group
model, respectively.

The further part of this paper is organized as follows. In Section 2 the model of
multistage switching network is presented. In Section 3 we describe the models of
interstage links and outgoing links of switching networks, i.e. the full-availability
group model and the limited-availability group model. Section 4 presents the con-
cept of effective availability. In Section 5 the reservation algorithms are presented.
In Section 6 two analytical methods for determination of the blocking probability in
switching networks with BPP traffic and bandwidth reservation are proposed. The
analytical results of blocking probability are compared with the simulation results
in Section 7. Section 8 concludes the paper.
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2. Model of switching network

Let us consider a switching network with multirate traffic (Fig. 1). Let us
assume that each of the inter-stage links has the capacity equal tof BBUs1 and that
outgoing transmission links create link groups called directions. One of typical
methods for realization outgoing directions was presented in Fig. 1. This figure
shows that each directions has one outgoing links from each the last-stage switch.
We assume that interstage links can be modeled by the full-availability group and
that the outgoing directions can be modeled by the limited-availability group.

1

υ

1

υ

1

υ

direction
1

direction
υ

section
3

section
2

section
1

f f f

Fig. 1. A three-stage switching network

Let us consider a switching network with point-to-point section. Process of
setting up a new connection in switching network is as follows. First, the control
device of the switching network determines the first stage switch, on the incoming
link of which a classc call appears. Next, the control system finds the last-stage
switch having a free outgoing link, which has at leasttc free BBUs in required
direction. Next, the control device tries to find a connection path between thede-
termined first-stage and the last-stage switch. The existence of such connection
path causes realization of the connection. In opposite case, when the connection
path cannot be found the call is lost due to the internal blocking. If each last-stage
switch does not havetc free BBUs in the required direction, the call is lost as a
result of the external blocking.

1BBU is the greatest common divisor of resources required by call streams offered to the system
[7–9].
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3. Modeling links in switching networks

3.1. Limited-availability group with bandwidth reservati on

Let us consider the limited-availability group (LAG) with a reservation mech-
anism, to which three types of traffic streams are offered:M1 Erlang traffic streams
(Poisson),M2 Engset traffic streams (Binomial) andM3 Pascal traffic streams
[5, 10]. The limited-availability group is a model of the system composed ofv
separated transmission links. Each link has capacity equals tof BBUs. Thus, the
total capacity of the system is equal toV = vf . The system services a call only
when this call can be entirely carried by the resources of an arbitrary single link
and when the number of free BBUs is equal or greater than the reservation space
R = V − Q. The reservation spaceR is equal to substract of total capacity of sys-
temV and reservation thresholdQ. It is, therefore, the example of the system with
state-dependent admission process, in which the state-dependence results from the
structure of the group and from the reservation mechanism applied.

The mean value of traffic offered by classi Erlang stream can be described by
the following formula:

Ai = λi/µi, (1)

whereλi is the arrival rate of new classi calls andµ−1
i is the mean holding (service)

time of classi calls. Taking into account the dependence of Engset and Pascal
traffic streams on the state of the system (defined by the number of busy BBUs)
we can express the mean trafficAj(n) offered by classj Engset stream and the
mean trafficAk(n) offered by classk Pascal stream with the help of the transition
coefficientsσj,T (n) andσk,T (n):

Aj(n) = Njαjσj,T (n), (2)

Ak(n) = Skβkσk,T (n), (3)

σj,T (n) = (Nj − yj(n))/Nj , (4)

σk,T (n) = (Sk + yk(n))/Sk. (5)

where:

• Nj – the number of classj Engset sources,

• αj – the mean traffic offered by a single idle Engset source of classj,

• yj(n) – the mean number of classj Engset calls serviced in staten,

• Sk – the number of classk Pascal sources,

• βk – the mean traffic offered by a single idle Pascal source of classk,
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• yk(n) – the mean number of classk Pascal calls serviced in staten.

The mean traffic offered by a single idle Engset classj source and Pascal class
k source can be expressed by the following formulas:

αj = γj/µj , (6)

βk = γk/µk, (7)

whereγj andγk are the arrival rates of calls generated by a single free source of
classj andk, respectively. In the model considered we assume that the holding
time for calls of particular BPP traffic classes have an exponential distribution with
intensityµj andµk, respectively.

In order to determine the occupancy distribution in the considered system, it
is first necessary to define the state transition coefficientsσc,SL

(n)2. These co-
efficients take into account the dependence between call streams and the state of
the system and allow us to determine the part of the incoming call streamλc to be
transferred between the statesn andn+tc due to the specific structure of LAG. The
parameterσc,SL

(n) does not depend on the arrival process and can be calculated as
follows [6]:

σc,SL
(n) =

F (V − n, υ, f, 0) − F (V − n, υ, tc − 1, 0)

F (V − n, υ, f, 0)
, (8)

whereF (x, υ, f, t) is the number of arrangements ofx free BBUs inυ links under
the assumption that the capacity of each link is equal tof BBUs and that in each
link there is at leastt free BBUs:

F (x, υ, f, t) =

⌊

x−υt
f−t+1

⌋

∑

r=0

(−1)r

(

υ

r

)(

x − υ(t − 1) − 1 − r(f − t + 1)

υ − 1

)

. (9)

Let us observe that the total value of the transition coefficient in LAG with
bandwidth reservation can be expressed in the form of the product of the coeffi-
cientsσc,SL

, related to the structure of the group, andσc,SR
, related to the intro-

duced reservation mechanism:

σc,S(n) = σc,SL
(n) · σc,SR

(n), (10)

whereσc,SR
(n):

σc,SR
(n) =

{

1 for n ≤ Q,

0 for n > Q.
(11)

2In the present paper, the letter "i" denotes an Erlang traffic class, the letter "j" - an Engset traffic
class, the letter "k" - a Pascal traffic class, and the letter "c" - an arbitrary traffic class.
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The possibility of a product-form presentation of the dependence between the ad-
mission process and the occupancy distribution stems from the fact that the intro-
duced reservation mechanism does not depend on the structure of LAG.

Taking into account the presented dependencies, the iterative method of block-
ing probability calculation in LAG with bandwidth reservation can be presentedin
the form of the following Multiple Iteration Algorithm [10]:

1. Setting of the iteration numberl = 0.

2. Determination of the initial valuesy(0)
j (n), y

(0)
k (n):

∨

1≤j≤M2

∨

0≤n≤V y
(0)
j (n) = 0,

∨

1≤k≤M3

∨

0≤n≤V y
(0)
k (n) = 0.

3. Increase of the iteration number:l = l + 1.

4. Calculation of state-passage coefficientsσ
(l)
j,T (n) i σ

(l)
k,T (n) (Eq. (4) and (5)).

5. Determination of state probabilities
[

P
(l)
n

]

V
[10]:

n
[

P (l)
n

]

V
=

∑M1

i=1
Aiσi,S(n − ti)ti

[

P
(l)
n−ti

]

V
+

+
∑M2

j=1
Njαjσ

(l−1)
j,T (n − tj)σj,S(n − tj)tj

[

P
(l)
n−tj

]

V
+

+
∑M3

k=1
Skβkσ

(l−1)
k,T (n − tk)σk,S(n − tk)tk

[

P
(l)
n−tk

]

V
. (12)

6. Calculation of reverse transition ratesy
(l)
j (n) andy

(l)
k (n):

y(l)
c (n) =







A
(l−1)
c (n − tc)σc,S(n − tc)

[

P
(l−1)
n−tc

]

V

/ [

P
(l−1)
n

]

V
for n ≤ V ,

0 for n > V .

(13)

7. Repetition of Steps 3, 4, 5 and 6 until the assumed accuracyξ of the iterative
process is obtained:

∨

0≤n≤V

∣

∣

∣

∣

∣

y
(l−1)
c (n) − y

(l)
c (n)

y
(l)
c (n)

∣

∣

∣

∣

∣

≤ ξ. (14)

8. Determination of blocking probabilitiese(c) for classc calls:

e(c) =
∑V −tc

n=0
[Pn]V (1 − σc,S(n)) +

∑V

n=V −tc+1
[Pn]V σc,S(n). (15)
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3.2. Full-availability group

Subsequently, let us consider the full-availability group (FAG) with capacity
equal toV BBUs. The group is offered traffic streams of three types:M1 Erlang
traffic streams,M2 Engset traffic streams andM3 Pascal traffic streams. The full-
availability group is the model of a system with state-independent service process,
i.e. the system with complete sharing policy. Therefore, the conditional state-
passage probabilityσc,S(n) in FAG is equal to 1 for all states and for each traffic
class. Consequently, the occupancy distribution and blocking probabilitiesin the
groups with infinite and finite source population can be calculated by the equa-
tions (12) and (15), taking into consideration the fact that:

∨

1≤c≤M1+M2+M3

∨

1≤n≤V

σc,S(n) = 1 (16)

Bandwidth reservation in the full-availability group consists in designating the
reservation thresholdQ for each traffic class. The reservation thresholds for calls
of particular traffic classes are determined in a manner of ensuring blocking proba-
bility equalization for all traffic streams offered to the system:

Q = V − tmax. (17)

The occupancy distribution and blocking probabilities in the FAG with bandwidth
reservation and BPP traffic can be calculated by Eq. (12), whereσc,S(n) is deter-
mined by Eq. (11).

4. Effective availability

The analytical models of switching networks with bandwidth reservation, pro-
posed in Section 6., are based on the effective availability concept. The basis of
the determination of the effective availability for classc stream is the concept of
the so-called equivalent switching network [6], carrying single-rate traffic. Each
link of the equivalent network has a fictitious loadel(c) equal to blocking proba-
bility for classc stream in a link of a real switching network between sectionl and
l + 1. This probability can be calculated on the basis of the occupancy distribution
in the full-availability group with or without bandwidth reservation. The effective
availability dc,z for classc stream inz-stage switching network can be calculated
by using following formula [6]:

dc,z = [1 − πz(c)]υ + πz(c)ηυe1(c) + πz(c)[υ − ηυe1(c)]ez(c)σz(c), (18)

where:πz(c) – the probability of non availability of a given last stage switch for
the classc connection;υ – the number of outgoing links from the first stage switch,
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η – a portion of the average fictitious traffic from the switch of the first stage which
is carried by the direction in question,σz(c) – the so-called secondary availability
coefficient, determined by equation [11]:

σz(c) = 1 −
∏z−1

r=2
πr(c). (19)

5. Reservation algorithms in switching networks

In Algorithm 1, the common reservation threshold is determined for the out-
going direction (modeled by LAG) independently of the distribution of busy band-
width units in particular links of the direction. The reservation mechanism is not
introduced in interstage links. In this algorithm the reservation thresholdQ is des-
ignated for all call classes with the exception of the oldest class (i.e. the onewhich
requires the greatest number of bandwidth units to set up a connection). This means
that only calls of the oldest class can be serviced by the system in states belonging
to the reservation spaceR.

In Algorithm 2 the reservation thresholdQ = f − tmax is introduced for all
traffic links of the switching network, both interstage and outgoing links. Thepre-
sented algorithm allows us to obtain the total blocking equalisation for all traffic
classes.

6. Point-to-point blocking probability in switching network with bandw idth
reservation and BPP traffic

In this section two approximate methods of point-to-point blocking probability
calculation in multi-stage switching networks with multi-rate BPP traffic and band-
width reservation are presented, i.e. PPBPPR (Point to Point Blocking forBPP
Traffic with Reservation) method and PPBPPRD (Point-to-Point Blocking for BPP
Traffic with Reservation – Direct Method) method. The presented considerations
are based on PPBMF and PPFD methods, worked out in [12, 13] for multiservice
switching networks with BPP traffic and without bandwidth reservation.

The presented switching networks calculations are based on the reductionof
calculations of internal blocking probability in a multi-stage switching network
with BPP traffic to the calculation of the probability in an equivalent switching
network model servicing single channel traffic. Such an approach allows us to
analyse multi-stage switching networks with multi-rate traffic with the use of the
effective availability method.
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6.1. PPBPPR Method

Let us consider now the PPBPPR method for blocking probability calcula-
tion in switching networks with bandwidth reservation and point-to-point selec-
tion, servicing multi-rate BPP traffic streams. The basis for the proposed method is
the PPBMF method worked out in [12] for switching networks without bandwidth
reservation. Modifications to the PPBPPR method consists in the introduction of
the appropriate group models with bandwidth reservation to calculations.

The internal point-to-point blocking probability can be calculated on the basis
of the following equation:

Ein
c =

∑υ−de(c)

s=0
P (c, s ∧ 1)

[(

υ − s

de(c)

)

/

(

υ

de(c)

)]

, (20)

whered(c) is the effective-availability parameter for classc calls in the switching
network with bandwidth reservation andP (c, s ∧ 1) is the so-calledcombinatorial
distribution of available links in a switch. This distribution can be calculated on
the basis of the following formula:

P (c, s ∧ 1) =

∑V
x=0 P (c, s|x)[1 − P (c, 0|x)][PV −x]V

1 −
∑k

n=0

[

∑V
x=0 P (c, n|x)P (c, 0|x)[PV −x]V

] , (21)

where[Pn]V is the occupancy distribution in LAG with BPP traffic and bandwidth
reservation, andP (c, s|x) is the so-called conditional distribution of available links
in LAG with BPP traffic and bandwidth reservation. The distributionP (c, s|x)
determines the probability of an arrangement ofx (x = V − n) free BBUs, in
which each ofs arbitrarily chosen links has at leasttc free BBUs, while in each of
the remaining(υ − s) links the number of free BBUs is lower thantc. Following
the combinatorial consideration [6]:

P (c, s|x) =

(

k

s

)

∑Ψ

w=stc
F (w, s, f, tc)F (x − w, υ − s, tc − 1, 0)

/

F (k, x, f, 0),

(22)
where: Ψ = sf, if x ≥ sf, Ψ = x, if x < sf . In the case of the switching
network with Algorithm 2, in Equation (22) we assume:tc = tmax.

The phenomenon of the external blocking occurs when none of outgoinglinks
of the demanded direction of the switching network can service the classc call. The
blocking probability in the outgoing direction can be approximated by the blocking
probability in LAG with BPP traffic and bandwidth reservation:

Eex
c = e(c), (23)
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whereP (c, s) is the distribution of available links for classc calls in LAG with
BPP traffic. This distribution determines the probabilityP (c, s) of an event in
which each of arbitrarily chosens links can carry the classc call:

P (c, s) =
∑V

n=0
[Pn]V P (c, s|V − n), (24)

The total blocking probabilityEc for the classc call is a sum of external and in-
ternal blocking probabilities. Assuming the independence of internal and external
blocking events:

Ec = Eex
c + Ein

c [1 − Eex
c ]. (25)

6.2. PPBPPRD

In the PPBPPRD method the evaluation of the internal point-to-point blocking
probability in switching network with bandwidth reservation is made on the basis
of the effective availability quotient and the capacity of an outgoing group:

Ein
c = v − de(c)/ v. (26)

The proposed method is based on the the PPFD method, elaborated in [12] for
switching networks without bandwidth reservation and BPP traffic.

The phenomenon of external blocking occurs when none of outgoing links of
the demanded direction in a switching network can service a classc call. The occu-
pancy distribution of the outgoing direction can be approximated by the occupancy
distribution in LAG with bandwidth reservation and BPP traffic. Consequently, the
external blocking probabilityEex

c and the total blocking probabilityEc for classc
calls, can be calculated by (23) and (25).

7. Numerical results

The presented methods for determining point-to-point blocking probability in
switching networks with BPP traffic and bandwidth reservation are approximate
ones. In order to confirm the adopted assumption, the results of analyticalcal-
culations were compared with the simulation data. The research was carried for
3-stage switching network consisting of the switchesv × v links, each with capac-
ity of f BBUs. The results of research are presented in Fig. 2-5, depending on
the value of traffic offered to single BBU or the value of reservation space R. The
simulation results are shown in the form of marks with 95% confidence intervals
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that have been calculated according tot-Student distribution for the five series with
1,000,000 calls of each class.

In considered switching networks two reservation algorithms were imple-
mented. The research was carried out for two structures of offered traffic. The
values of holding times, the numbers of BBUs demanded for calls of particular
traffic classes and the numbers of traffic sources of particular traffic classes are as
follows:

• structure 1: class 1 (Erlang):t1 = 1 BBU, µ−1
1 = 1; class 2 (Pascal):t2 = 3

BBUs,µ−1
2 = 1, N2 = 362; class 3 (Engset):t3 = 5 BBUs,µ−1

3 , N3 = 362;
class 4 (Engset):t4 = 8 BBUs,µ−1

4 , N4 = 362; (Fig. 2 and 3),

• structure 2: class 1 (Erlang):t1 = 1 BBU, µ−1
1 = 1; class 2 (Pascal):

t2 = 3 BBUs, µ−1
2 = 1, N2 = 544; class 3 (Engset):t3 = 10 BBUs, µ−1

3 ,
N3 = 544; (Fig. 4 and 5).

8. Conclusions

In the paper the analytical methods for determining blocking probability in
switching networks with BPP traffic and different reservation mechanisms were
presented. The reservation algorithms ensure a substantial decrease inblocking
probabilities of certain traffic classes in the access to switching network resources.
In the particular case, the algorithms can be applied to equalize the level of call
service of a particular stream or all traffic streams. The results of analytical calcu-
lations of the considered switching networks were compared with the simulation
data which confirmed high accuracy of the proposed methods. It should be empha-
sized that the proposed methods can be used for blocking probability calculation in
the state-dependent systems with infinite and finite source population.
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[2] M. Głąbowski and M. Stasiak, “Point-to-point blockingprobability in switching net-
works with reservation,”Annales des Télécommunications, vol. 57, no. 7–8, pp. 798–
831, 2002.
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[5] M. Głąbowski and M. Sobieraj, “Recurrent method for determining blocking prob-
ability in multi-service switching networks with BPP traffic and bandwidth reserva-
tion,” in Information Systems Architecture and Technology, Oficyna Wydawnicza Po-
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Fig. 2: Point-to-point blocking probability in the switching network with reservation algorithm 1, fora = 0.9.
PPBPPR method. First structure of offered traffic. Structureof switching network:v = 4, f = 34 BBUs.
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Fig. 3: Point-to-point blocking probability in the switching network with reservation algorithm 1, fora = 0.9.
PPBPPRD method. First structure of offered traffic. Structure of switching network:v = 4, f = 34 BBUs.
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Fig. 4: Point-to-point blocking probability in the switching network with reservation algorithm 2. PPBPPR
method. Second structure of offered traffic. Structure of switching network:v = 4, f = 34 BBUs.
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Abstract:
Performance modelling of complex and heterogeneous systems based on analytical models are

often solved by the analysis of underlying Markovian models. We consider performance models
based on Continuous Time Markov Chains (CTMCs) and their solution, that is the analysis of the
steady-state distribution, to efficiently derive a set of performance indices. This paper presents a
tool that is able to decide whether a set of cooperating CTMCs yields a product-form stationary
distribution. In this case, the tool computes the unnormalised steady-state distribution. The algorithm
underlying the tool has been presented in [10] by exploiting the recent advances in the theory of
product-form models such as the Reversed Compound Agent Theorem (RCAT) [5]. In this paper,
we focus on the peculiarities of the formalism adopted to describe the interacting CTMCs and on the
software design that may have interesting consequences for the performance community.

Keywords: : Product-form, queueing networks, numerical solution of Markov chains

1. Introduction

Markovian models have proved to be a robust and versatile support for the
performance analysis community. Performance modeling of complex heteroge-
neous systems and networks based on analytical model usually describes a system
using a high-level formalism, such as Stochastic Petri Nets (SPNs), Performance
Evaluation Process Algebra (PEPA), queueing systems or networks, from which
its underlying Continuous Time Markov Chain (CTMC) is derived. The desired
performance indices, at steady-state, are computed by the analysis of the model
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CTMC. This computation is usually a hard task, when not unfeasible, because the
solution of the CTMC usually requires to solve the system of Global Balance Equa-
tions (GBEs) (with a computational complexity of O(Z3), where Z is the number
of states of the model) to derive the stationary probability of each state. Some algo-
rithms that numerically solve the GBEs more efficiently for special cases or using
approximations have been defined.

Product-form models take a different approach. They apply the divide et im-
pera paradigm to efficiently solve complex models. Informally, a model S is
seen as consisting of several interacting sub-models S1, . . . , SN so that m =
(m1, . . . ,mN ) is a state of S and mi is a state of Si. S is in product-form with
respect to S1, . . . , SN if its stationary distribution π(m) satisfies the following
property:

π(m) ∝
N∏
i=1

gi(mi),

where gi is the stationary distribution of sub-model i considered in isolation and
opportunely parametrised. Roughly speaking, from the point of view of a single
sub-model Si, the parametrisation abstracts out the interactions with all the other
sub-models Sj , j 6= i. It should be clear that, since the state space of a sub-model Si
is much smaller than that of S the solution of its GBEs may be computed efficiently.
Note that modularity becomes a key-point both for the analysis and the description
of the model, since it is a good engineering practice to provide modular models of
systems.

Exploiting the product-form solutions requires to address two problems: 1)
Deciding if model S is in product-form with respect to the given sub-models S1,
. . . , SN ; 2) Computing the parametrisation of the sub-models S1, . . . , SN in order
to study them in isolation. Note that we have not listed the solution of the sub-model
CMTCs as a problem because we suppose that the cardinalities of their state spaces
are small enough to directly solve the GBEs. If this is not the case, a product-
form analysis of the sub-models may be hierarchically applied. In literature, the
first problem has been addressed in two ways. The first consists in proving that
a composition of models that yield some high-level characteristics is in product-
form. For instance the BCMP theorem [2] is based on this idea because the authors
specify four type of queueing disciplines with some service properties and prove
that a network of such models has a product-form solution. The second way is more
general, i.e., the properties for the product-form are defined at the CTMC level.
Although this can lead to product-form conditions that are difficult to interpret, this
approach really enhances the compositionality of the models. In this paper, we
often refer to a recent result about product-forms: the Reversed Compound Agent
Theorem (RCAT) [5]. This theorem has been extensively used to prove a large set
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of product-form results previously known in literature (BCMP product-form [4],
G-networks with various types of triggers [6], just to mention a few). Problem
2 is usually strictly related to Problem 1. In general, the parametrisation of the
sub-models requires the solution of a system of equations that is called system of
traffic equations. For several years the fact that product-form solutions must be
derived from linear systems of traffic equations has been considered true, but the
introduction of G-networks has shown that this is not necessary.

Contribution. This paper illustrates a tool that given the description of a set
of cooperating CTMCs (i.e., when some transitions in one chain force transitions
in other chains) it decides whether the model is in product-form and, in this case,
computes its stationary distribution. The tool is based on the algorithm presented
in [10] which is briefly resumed in Section 2.. Since the analysis of the product-
form is performed at the CTMC level, it is able to study product-form models that
are originated form different formalisms, such as exponential queueing networks,
G-networks or queueing networks with blocking. To this aim, we observe that it
is important to decouple the analyser and the model specification interface (MSI).
We propose both a Java implementation of the analyser and of a general MSI (note
that multiple specification interfaces may be implemented according to the mod-
eller needs). With this tool, a modeller has a library of product-form models that,
even if they were created using some (possibly high-level) formalism, are stored
as stochastic automata (basically a CTMC with labelled transitions allowing self-
loops or multiple arcs between states). Using the MSI (which acts as a client with
respect to the analyser), the various sub-models can be instantiated and their in-
teractions be specified. The operations that the modeller performs in the MSI are
translated into commands for the server side, i.e., the analyser. The analysis is re-
quested from the MSI, computed by the analyser and displayed by the MSI. We
have also developed a textual interface that will not be presented in this paper to
allow the usage of the analyser from non-graphical clients.

Paper structure. The paper is structured as follows. Section 2. briefly illus-
trates the formalism used to describe the interactive CTMCs, the idea underlying
RCAT and the algorithm presented in [10]. Section 3. gives the details of the soft-
ware implementation. In particular, Section 3.1. presents the naming conventions
which are an important matter to enhance the modularity of the tool, Section 3.2.
the client server architecture, and finally Section 3.3. gives a brief idea of some
use-cases. Section 4. shows an instance of implemented MSI. Some final remarks
conclude the paper in Section 5..
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2. Theoretical background

In this section we briefly recall some basic definitions and models to keep the
paper self-contained. We present the topics in a way that allows us to simplify the
description of the tool algorithm, features and architecture in what follows.

Let us suppose to have N model S1, . . . , SN that cooperate, i.e., some tran-
sitions in a model Si force other transitions in a model Sj , i 6= j. At a low-level
we can describe each model by a set of labelled matrices: Ma

i is the matrix with
label a associated with model Si. Labels may be chosen arbitrarily when a model is
defined. However, we always assume that every model has at least one label called
ε. We consider, at first, models with a finite number of states, Zi. Ma

i is a Zi × Zi
matrix with non-negative elements that represent the transition rates between two
states of the model. Note that self-loops, i.e., transitions from a state to itself, are
allowed. The infinitesimal generator Qi can be easily computed as the sum of all
the matrices associated with a model, where the diagonal elements are replaced
with the opposite of the sum of the extra-diagonal row elements. If the station-
ary distribution π exists (and hereafter we will work under this hypothesis) then it
can be computed as the unique solution of πQ = 0 subject to π1 = 1. From π
we can compute the rates in the reversed process associated with each label [9, 5]
in a straightforward way. Suppose that Ma

i [α, β] > 0, with 1 ≤ α, β ≤ Zi and
1 ≤ i ≤ N , then the reversed rate of this transition, denoted by Ma

i [α, β] is defined
as follows:

Ma
i [α, β] =

π(α)
π(β)

Ma
i [α, β]. (1)

Let us show how we specify the interaction of two models. According to RCAT
restrictions, we just deal with pairwise interactions, i.e., a transition in a model may
cause a transition just for another model. The cooperation semantics used in this
paper (but also in [5]) is very similar to that specified by PEPA, i.e., a Markovian
stochastic process algebra introduced by Hillston in [8]. Consider sub-models Si
and Sj and suppose that we desire to express the fact that a transition labelled with
a in Si can occur only if Sj performs a transition labelled with b, and vice-versa.
Specifically, if Si and Sj are in states si, sj such that they are able to perform a
transition labelled with a and b, respectively, that take the sub-models to state s′i
and s′j , then they can move simultaneously to state s′i and s′j . The rate at which this
joint transition occurs is decided by the active sub-model that can be Si or Sj . We
express such a cooperation between Si and Sj , with Si active, as follows:

Si
y
×

(a+,b−)
Sj ,
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which means that transitions labelled by a is Si are active with respect to the coop-
eration with transitions labelled by b of Sj and originate a models where the joint
transitions are labelled with y. The fact that the resulting model is still Markovian
should be obvious because the synchronisation inherits the properties derived for
that of PEPA. Note that the major difference is that we can synchronise different
labels and assign a different name to the resulting transitions. This happens be-
cause we would like a modeller to be able to use a library of models whose labels
have a local scope. In this way the library items can be created independently and
instantiated several times in the same model.

Example 1 (Example of cooperation) Suppose we would like to model within the
presented framework the trivial queueing network depicted in Figure 1 where two
identical exponential queues with finite capacities B are composed in tandem.
When the first queue if saturated, arrivals are lost. When the second queue is
saturated at a job completion of the first queue, the customer is served again (repet-
itive service blocking). Customers arrive to the first queue according to a Poisson
process with rate λ. A queue can be described by three matrices with dimension

QUEUE 1 QUEUE 2

Fig. 1. Tandem of two exponential finite capacity queues.

B ×B:

• Mε = 0 that describes the transitions that cannot synchronise (something
like the private part of the model).

• Ma where Ma[α, β] = λ if β = α + 1 or Ma[α, β] = 0, otherwise. This
matrix describes the transitions corresponding to arrival events.

• Md, where Md[α, β] = µ if β = α − 1 or Md[α, β] = 0, otherwise. This
matrix describes the transitions corresponding to job completion events.

Consider two instances of this model, S1 and S2. The tandem network of Figure 1
can be described by the model S1×y(d+,a−)

S2.

A pairwise cooperation may involve more than one label. In this case we may write:

S1

y1×
(a+

1 ,b
−
1 )

y2×
(a−2 ,b

+
2 )

S2
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to specify that S1 (S2) is active on y1 (y2) and passive on y2 (y1) with transitions
labelled a1 (b1) and a2 (b2), respectively.

The following operator allows us to change all the rates of a matrix labelled
by a: S1{a← λ} is the sub-model S1 with only matrix Ma modified so that all its
non-zero elements are set to λ.

RCAT. Theorem RCAT [5] gives sufficient conditions to decide and derive the
product-form solution of pairwise interactions (possibly involving more than one
label) between two sub-models. Le us consider the following synchronisation:

S = S1

y1×
(a∗1,b

∗
1)
. . .

yT×
(a∗T ,b

∗
T )
S2,

where symbol ∗ stands either for a + or a −. The conditions to apply RCAT are:

1. If at is active (passive) in S1 and bt is passive (active) in S2 then Mat
1 [·, z]

(Mat
1 [z, ·]) has exactly one non-zero element for every 1 ≤ z ≤ Z1, and

M bt
2 [z, ·] (M bt

2 [·, z]) has exactly one non-zero element for every 1 ≤ z ≤
Z2

1.

2. Suppose that for every pair (a+
t , b
−
t ) ((a−t , b

+
t )) we know a value βt (αt) such

that:

S′1 = S1{at ← αt} for all at passive in the cooperation

S′2 = S2{bt ← βt} for all bt passive in the cooperation

and given an active label at (bt) in S1 (S2) all the transitions with that label
have the same reversed rate βt (αt).

If these conditions are satisfied, then the stationary distribution π of S is π ∝ π1π2

(for each positive recurrent state ).
Basically, the first condition says that every state of a model which is passive

(active) with respect to a label must have one outgoing (incoming) transition with
that label. To understand the second condition, suppose that (a+

t , b
−
t ) is a pair in the

synchronisation between S1 and S2. Then, we must determine a rate βt to assign to
all the transitions labelled by bt that is also the constant reversed rate of the active
transitions at in S1. Note that, in general, this task is not easy, and is shown to
be equivalent to the solution of the traffic equations in Jackson networks and G-
networks. The algorithm proposed in [10] aims to give an iterative, numerical and
efficient way to perform this computation.

1Mat
1 [z, ·] represents the z-th row vector of the matrix, and analogously Mat

2 [·, z] represents the
z-th column vector.
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Although it is out of the scope of this paper discussing the modelling implica-
tions of RCAT conditions, it is worth pointing out that several works in literature
have proved that this result has not only a theoretical relevance but can be actually
used to characterise the product-form solutions for models that may be used for
practical case-studies.

The underlying algorithm. The algorithm that underlies our tool has been pre-
sented in [10]. It takes the matrices that describe models S1, . . . , SN and the syn-
chronisations as input, and computes as output a boolean value which is true if
a product-form has been identified, false otherwise. In case of product-form, the
unnormalised stationary distribution is output. In its simplest formulation (two sub-
models and without optimisations) it can be summarised in the following steps:

1. Generate randomly π1 and π2

2. Compute the reversed rates of the active transitions using Equation (1)

3. Use the mean of the reversed rates for each label to set the rates of the corre-
sponding passive transitions. For instance let a be active for S1 and b passive
for S2. Then let x be the mean of the reversed rates of the non-zero elements
in Ma

1. Mb
2 is updated by setting all the non-zero elements to x

4. Compute π1 and π2 as solution of the GBEs of the underlying CTMCs of
S1 and S2

5. Are the reversed rates of the transitions constant for each active label?

• true ⇒ product-form found and the stationary distribution is π ∝
π1π2 and terminate.

• false and the maximum number of iterations has been reached ⇒
product-form not found and terminate.

• false and the maximum number of iterations has not been reached ⇒
go to step 3

The algorithm is extended in order to include the possibility of multiple pair-
wise synchronisations (as proposed in [7]) and several optimisations: an efficient
way to define an order in the solution of the sub-models (based on Tarjan’s algo-
rithm [12]), a parallel implementation, and a special technique to deal with self-
loops.

3. Tool

In this section we describe some salient characteristics of the proposed tool.
First, we explain our approach in the specification of the interactions between
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the sub-models. Then, we describe the client-server architecture and illustrate its
strengths.

3.1. Specifying the interactions

In order to better understand the motivations of this section, let us consider
again the model depicted by Figure 1 with a variation, i.e., after a job completion
at the first station the customer may exit the system with probability p or go to the
second station with probability 1 − p, as depicted by Figure 2. We note that the

QUEUE 1 QUEUE 2

p

1-p

Fig. 2: Probabilistic routing in the model of Fig-
ure 1.

p

1-p

a b a
b

c

a

b
c

(A) (B) (C)

Fig. 3. Types of connections between labels.

processes underlying the first and second queue are different, and we could not use
two instances of the same model anymore. Indeed, in the first queue the transition
corresponding to a job completion from state j to state j − 1 must be split in two:
one synchronising with the arrivals in the second queue with rate (1−p)µ1 and one
without synchronisation with rate pµ1. We decided that this splitting of transitions
should be done automatically by our tool, so that the library of sub-models can be
defined without any knowledge about the future usage and connections.

From the modeller point of view, a sub-model is seen just as a black box where
the labels are exported, i.e., a model specification consists of a set of connections
about instances of modules. The simplest possible connection between two labels is
that depicted by Figure 3-(A). Note that in this Figure we use a graphical represen-
tation of the connections which is coherent with the MSI that we developed, how-
ever different approaches are possible (such as a PEPA-like syntax). Figure 3-(A)
illustrates a label a of a sub-model that interacts with a label b of another sub-model.
The arrow is oriented, meaning that a is active and b is passive. This specification
of synchronisation does not require any modification to the structure of the active
or passive sub-models. Let us now consider Figure 3-(B). In this case the active
action a of one sub-model synchronises with passive actions b (with probability p)
or c (with probability 1 − p) of other sub-models. In this case, we need to alter
the structure of the active model. Recall that matrix Ma represents the transitions
labelled by a. Then we define Ma′ = pMa and Ma′′ = (1− p)Ma. Hence, in the
active sub-model, matrices Ma′ and Ma′′ replace matrix Ma. Note that this tech-
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nique can be applied to an arbitrary number of probabilistic synchronisations under
the obvious constraint that the synchronisation probabilities must sum to a value
which is less or equal to 1. Suppose that the sum of the probabilities p1, . . . , pK
is pt < 1 (see Figure 2 for an example). In this case we have Mak

= pkMa for
k = 1, . . .K, and Mε (which is always present in a model description an represents
the transition that cannot synchronise) is replaced by Mε+Ma(1−pt). We use the
notation S1×y,p(a+,b−)

S2 to denote that a in S1 is active in the synchronisation with
b in S2, and the synchronisation is called y and occurs with probability p. The latter
case is depicted by Figure 3-(C) where two active labels a and b (that can belong
to the same or different sub-models) synchronise with the same passive label c. In
this case we simply replace matrix Mc of the passive model with two matrices Mc′

and Mc′′ identical to the former (we do not need to modify the rates since they are
replaced with the rate of the corresponding active transitions).

Example 2 (Application to the model of Figure 2) Let us show how we model
the tandem of exponential queues with finite capacities B depicted by Figure 2.
We still consider two identical instances of the same sub-model which is described
in Example 1. The user specifies in some way the interactions. The model corre-
sponding to the second queue does not change, while that corresponding to the first
queue becomes the following:

• Mε = pMd that describes the transitions that cannot synchronise

• Ma,

• Md′ = (1− p)Md,

where Ma and Md are the matrices defined in Example 1.

It may be worth pointing out some notes about this approach to the specifi-
cation of the sub-model interactions: 1) Its scope is to allow the specification of a
model despite to the synchronisations it will be involved in. For instance, if we have
a model of a simple exponential queue, we can straightforwardly define a Jackson
queueing network with probabilistic routing by simply instantiating several copies
of the same model. Moreover, connections have a simple and intuitive meaning.
2) When an active label is split the infinitesimal generator of the sub-model does
not change, i.e., its stationary distribution does not change. Moreover, if the revered
rates of the transitions corresponding to active label a are constant in the original
model, then also the transitions corresponding to a split label associated with a have
constant reversed rates. 3) The effects of the replication of passive label matrices
on the algorithmic analysis of the product-form is that the rate associated with the
passive transition is the sum of the (constant) reversed rates of every associated
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active transition. 4) Specifying pairwise interactions where the same label is si-
multaneously active and passive with respect to two or more synchronisations is
not allowed. This characteristic is inherited from the semantics of the cooperation
given in the theoretical paper which this tool is based on.

3.2. Client-server architecture

The tool consists of two parts: the analyser (the server) and the MSI (the
client). The idea is that although we propose a graphical client side that exploits the
strengths of our modular approach and the specification of the module synchronisa-
tion, one could write his own MSI in order to make it compatible with the favourite
formalism.

The server opens an independent session for each MSI connected. It provides
a character interface which is used by the MSI to: 1) Create/Import a sub-model,
2) Specify a synchronisation between two labels of two sub-models, 3) Require the
solution of a model given a precision and a maximum number of iterations. In the
first and second case the server just answers the client if the required operation has
been executed correctly, while the latter one returns the following data: 1) A flag
that specifies if the product-form has been identified, 2) The steady-state probabili-
ties of each sub-model, 3) The reversed rates of all the active transitions. Note that
knowing the reversed rates of the active transitions means knowing the solution of
the system of traffic equations. In [10] it is proved that when the algorithm analyses
a Jackson queueing network, the iterations are equivalent to the Jacobi scheme for
the solution of the model linear system of traffic equations. Similarly, when it is
applied to a G-network it is equivalent to iterative scheme proposed by Gelenbe et
al. for the solution of the non-linear system of traffic equations [3].

3.3. Use cases

In this section we illustrate some examples of case studies. We give a de-
scription of the model which is independent of the MSI that will be adopted. We
just focus our attention on three well-known results about product-form that have
been widely used in the communication networks performance evaluation analysis,
although several other instances may be easily produced.

Jackson networks. Jackson networks are easy to study because they are char-
acterised by a linear system of traffic equations. However, in our framework, they
require some attention since each sub-model (i.e., each exponential queue) has an
infinite state space. In many cases in which the sub-model is known to have a geo-
metric steady-state distribution and the transitions between states n and n + 1 are
the same for all n ≥ 0, we can simply represent the sub-model using just a pair of
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adjacent states [10]. We apply this technique to reduce the infinite state space of a
sub-model we must disable the RCAT structural check (Condition 1) because some
transitions that are present in the real model, are omitted in the finite one. Figure 4
shows the truncation of an exponential queue. If the synchronisations it will be
involved in impose a to be passive and d to be active, we note that Condition 1
of RCAT is satisfied for the infinite model but is not satisfied for the reduced one
(e.g., state n + 1 does not have any incoming active transition or outgoing passive
transition). Nevertheless, the algorithm may still be applied, so the structural check
for this model must be disabled.

n-1 n n+1 n+2

a a a a a

d d d d d

Fig. 4: Truncation of the birth and death process
underlying an exponential queue.

QUEUE1 QUEUE2

QUEUE3

λ2

p

q

1− p

1− q

λ2

Fig. 5. Jackson network of Example 3.

Example 3 (Jackson network) Consider the Jackson network depicted by Figure
5. A sub-model of an exponential queue consists of three matrices (states are in the
order n and n+ 1):

Mε = 0 Ma =
[

0 λ
0 0

]
Md =

[
0 0
µ 0

]
We also use a single-state sub-model to represent the external Poisson arrivals with
Mε = 0 and Ma = [λ]. Supposing the service rates for Queue 1, 2 and 3 are µ1,
µ2 and µ3, let S be the library model for the queue and A that for the external
arrivals, then we have:

Si = S{d← µi} i = 1, 2, 3 At = A{a← λ1 + λ2}

The synchronisations are specified with the following commands to the server:

At
y1,λ1/(λ1+λ2)

×
(a+,a−)

S1, At
y2,λ2/(λ1+λ2)

×
(a+,a−)

S2, S1

y3,q×
(d+,a−)

S2, S1

y4,1−q×
(d+,a−)

y5,1−p×
(a−,d+)

S3.

G-networks. G-networks can be modelled in our frameworks in an analogous
way of that presented for Jackson networks. Note that although the models are
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different both in the specification and in the analysis, our tool treats them uniformly
by exploiting the RCAT theoretical result. The truncation mechanism presented
for Jackson queueing centers is applied also for G-queues which consist of three
matrices: the epsilon, A representing the transitions for positive customer arrivals,
d representing the transitions for the job completion and, finally, a representing the
transitions for the negative customer arrivals:

Mε = 0, MA =
[

0 λA
0 0

]
, Md =

[
0 0
µ 0

]
, Ma =

[
0 0
λa 0

]
.

Finite capacities queueing networks with blocking. Akyildiz’s product-form
queueing networks with blocking [1] can be analysed by this tool. Finite capacity
queues have a finite state space so the truncation mechanism is not needed. In order
to reproduce Akyldiz’s results on the reversible routing it suffices to synchronise a
departure label of a queue with an arrival label of another queue considering the
former passive and the latter active.

4. MSI implementation example

In this Section we illustrate a possible implementation of the MSI. Recall that
the tool client-server architecture allows for different MSIs according to the mod-
eller’s needs. We show a general-purpose MSI that is independent of the formalism
used by the modeller. As an example we model the Jackson network depicted by
Figure 5. Each sub-model is represented by a coloured circle and arcs represent the
synchronisations. Each object, circle or arc, has a name. In the former case it is the
sub-model name, in the latter it has the form y(a, b) that stands for S1×y(a+,b−)

S2,
where S1 is the sub-model from which the arc outgoes from, and S2 is the destina-
tion sub-model. A screen-shot is shown in Figure 6. By clicking on a sub-model
circle a window appears with its description in matrix-form and the user is allowed
to perform changes (add or remove transitions or change rates). When a arc is set
between two sub-model the window shown in Figure 7 appears (the required pa-
rameters should be clear). Note that, although one could point out that a standard
tool for the analysis of Jackson networks may present a more intuitive interface, we
would like to remark that this is the same interface we would use for any stochastic
model that can be solved by the algorithm presented in [10]. However, one could
also decide to extend the MSI in order to be able to associate a specific symbol to
some sub-models of the library, but this is out of the scope of this presentation.
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Fig. 6: Screen-shot of the model corresponding to
the Jackson network of Figure 5.

Fig. 7: Screen-shot of the window for the synchro-
nisation details.

5. Final remarks

We have presented a tool that we are developing for the analysis of product-
form models. It exploits some new results that appeared in product-form model
theory and the algorithm presented in [10]. It has proved to be able to identify
and compute several product-form results based on pairwise synchronisations, such
as Jackson networks, G-networks, Akyildiz’s results about product-form networks
with blocking and other that have been described in [10]. Current research has three
objectives: 1) allow for the specification of models with multiple incoming active
transitions, exploiting the result presented in [11], 2) allow for the specification of
models with multiple outgoing passive transitions, and 3) allow for the specification
of models with regular but infinite structure. The last goal seems to be the hardest
one. Indeed, an approximation is needed to truncate the model and we would like
it to be decided dynamically in order to produce results which are correct within a
specified bound.
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Abstract: This paper shows the calculation method based on formulas for asymptotic methods of 

solving differential equations   and is widely used for researching the oscillatory systems. Analytical 

expressions for the solutions of differential equations  that describe oscillatory systems are based on the 

Ateb-functions theory. Application the presented formulas for modeling traffic in computer networks is 

considered. 
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1. Introduction 

 

Corporate computer networks are playing a greater role for management 

efficiency and success of various organizations. Thus, practically every such 

network displays the general trend of increasing number of users, volumes of 

current information and the consequent deterioration of the network traffic and 

the deteriorating quality of network services. This enables to conduct a research 

of network properties, not only in the mode of operational monitoring, but also 

a deeper theoretical study - in particular, to predict their behavior. In addition, it 

also implies researching and modeling the network traffic. 

The number of works [1] is dedicated to problems of mathematical modeling 

and numerical study of computer networks. Queueing theory apparatus, Markov 

chain, the theory of tensor analysis [2]  are applied in the modelling.  

This article offers a different approach to modeling of computer networks, 

namely, considering the network as a nonlinear oscillatory system. It is known 

that the number of users in telephone networks, traffic on the Internet is subject 
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to certain repeated daily, weekly and other variable rates. Such oscillatory 

changes in network traffic allow to consider computer networks as some 

oscillatory systems and apply differential equations for their modeling [3], 

describing oscillatory movements. In the article [4] we considered and modelled 

free oscillation in the system, this study deals with oscillatory system under 

disturbance.  

 

2. Problem Definition 

 

Let`s consider the nondisturbing differential equation of fluctuations 

  0 xfx      (1) 

Let`s assume )(tx  is the load node, depending on time, )(xf     is defined 

outside the function.    

It is assumed that external force is proportional to load in a node to some 

degree v. Then 
vxxf 2)(       (2) 

where 
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
    (3) 

Let`s assume that the system received small disturbance. Then the equation 

that describes the fluctuations of the disturbing system can be represented as 

  







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dt

dx
xFx

dt

xd
,2

2

2

 
   (4) 

where 0  is  small parameter and 








dt

dx
xF , is continuous function. 

 

3. Construction of average solution for the disturbing nonlinear 

oscillatory system 

 

Let`s apply the method of constructing the average solution for the system 

(4), applying the Ateb-function. Suppose the function ),( yxF  is continuous or 

piecewise continuous on a specified interval and may be represented by 

a polynomial or an expression with degrees relative to variables 
dt

dx
x,  of degree 

not higher than N . Let`s write differential equation (4) in the form of system 

first order equations 
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    (5) 

Let`s make replacement of variables in the system of equations (5), using 

Ateb-functions by the formulas [5] 
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where  ,, h  are constants, which are calculated using formula (3) and: 
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Now follows to the amplitude-phase variables a and . As a result, we get a 

system of equations: 
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Functions ),1,( Ca , ),,1( Sa  have period  , where  
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Amplitude-phase variables a  and   are selected by parameter L  in a way 

that functions  ,aA ,  ,aB  in the system of equations (6) stay periodic 

relative to argument   with period 2 . Then the functions  ,aA ,  ,aB  

can be represented as a finite Fourier series. In determining the expansion 

coefficients it is necessary to note that the arguments of functions ),( aA and 

),( aB  are Ateb-functions ),1,( vCa  and ),,1( vSa  which satisfy algebraic 

identities 
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that is 
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),1,(1),,1( 1  vCavSa v   1),1,(1  vCa  

       0  

),1,(1),,1( 1  vCavSa v   1),1,(1  vCa  
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or  
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     (9) 

where 1j  corresponds to the segment 1),1,(1  vCa , and 2j  

corresponds to the segment 1),1,(1  vCa . 

Using the ratio (9), let`s write down the system of equations (7) as 
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To solve the system of equations (10) let`s use the expansion in Fourier 

series. 

 

4. Construction of average solution for the perturbed nonlinear 

oscillatory system by expansion in Fourier series 

 

Let`s write down the overall decomposition of functions ),( aA  and 

),( aB  from expressions (10) and (11) in a finite Fourier series: 
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Let`s build average solution as the variable   is responsible for the small 

rapid fluctuations and variable а  is responsible for the large fluctuations in 
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ampoules. Therefore, the variable can be excluded from the right parts of 

equations (10) and (11), using the decomposition in line by degrees of a small 

parameter   [6]. For this purpose let`s introduce new variables for the formulas 
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New variables b and   are solutions to the system of equations 
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Let`s define coefficients i  and i ,...)2,1( i   in the way to make the 

functions ),(1 bU  and ),(1 bV  periodic relative to   with period 2 . 

Substitute expressions (13) in the system of equations (7), then write down the 

right and left parts of the obtained ratios in a series of small parameters and 

equate the coefficients by equal degrees of this parameter. We receive a system 

of equations concerning the functions ),(1 bU  і ),(1 bV . 

In the first approximation of the parameter   we have 
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The equation (15) will have 2 periodic solution relative to  , in case when 

the right part satisfies the condition 
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We receive function ),( bA  when substituting new variables (13) into the 

first expression (12), that is, its decomposition into Fourier series. Then it implies 

from the expression (17), that in the first approximation we get 
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The solution to equation (16) according to formula (12) looks like 
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If the right part of the differential equation (16) satisfies the equation 
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in this case, the solution to the given equation is periodic. 

Analogous to the previous, taking into account expression decomposition 

function ),( bB  into trigonometric series (12) and expression (21) we can 

define from the condition (19) that 
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The solution to equation (19) looks like 
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The functions 
)(nU , 

)(nV , 
)(n , 

)(n  are similarly defined for .,...3,2n  

Integration constants )()( bU n
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 are defined in the way to satisfy the 

initial conditions given for equations (5), that is 
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Expressions (15) correspond to the first approximation by degrees  . Indeed, 

substituting values (15) into the right side of equation (10) and (11), we receive 

their solutions up to first order values inclusively. 

 

5. Simulation of traffic in the network-based solution built for the 

perturbed oscillatory nonlinear system 

 

In some cases for computer network simulation it is possible to choose value 

)(tx  as the amount of external traffic for a given node at any given time. In the 

case when modeling the communication networks )(tx  is defined as the average 

number of connections in the switches for a given node connection at any given 

time. In this paper we carry out simulation of the computer network and will 

further define )(tx  as a total value of the incoming and outgoing traffic in 

a computer network node. In order to simulate traffic in a computer network with 

consideration of disturbance it is necessary to use a system of differential 



331 

 

equations (15), (16) with initial conditions (23) and its obtained solutions (19), 

(22). The defined solutions need to be substituted into the formula (13). Then we 

can get the values of amplitude-phase variables. The next step is to calculate 

values x and y according to formulas (6). 

 

 
Fig. 1. Stages for calculating the solution to differential equation (4) 

 

Currently we implemented the calculation in Step 1.  We will show our 

algorithm for computing in Step 1.  Block diagram of the calculation method is 

shown in Fig.1. Initially, we input tabulation step and parameters of Ateb-

functions n and m . After entering the parameters n and m we check the 

conditions of periodicity (17). Calculation are conducted at the interval  ,0  

with some given tabulation step. Then the calculations are performed by formulas 

(19), (22). Calculation of series sum is conducted according to a given precision. 

Calculated function values are output into the file or displayed on the screen 

and then stored in an array to build functions graph. Afterwards, we choose the 

next point. If this point belongs to the interval, we return to the calculations, if 

the function is tabulated through the whole interval, the results of calculations are 

displayed.  

Let`s separate the calculation of coefficients kA , kA  and kB , kB  as 

a separate unit  0;,...,  kMMk . For their calculation we used methods of 

approximate calculation of double integrals and dichotomous search method of 

function [7] zeros.  Thus, the calculation method in Step 1 was implemented on 

the basis of decomposition into Fourier series. The results of calculations are 

presented in Tab.1. 
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Fig.2.  Block diagram of the calculation method of Step 1 
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Tab 1. Results of simulation step 1 

 
 

6. Conclusions 

 

Suggested methods of calculations are based on formulas for asymptotic 

methods of solving systems of differential equations and are widely used for 

researching the oscillatory systems. Analytical expressions for the solutions of 

differential equations systems that describe oscillatory movement are based on 

the Ateb-functions theory. In the paper we derived analytical formulas for the 

solution of differential equations with small disturbance. We propose to apply the 

presented formulas for modeling traffic in computer networks. Previous 

numerical simulations of traffic on the Internet based on the theory Ateb-

functions were conducted without taking into account the disturbances [4]. For 

incorporation of disturbance we derived analytical expressions, which are 

planned to be applied for modeling traffic on the Internet. Currently we are 

developing methods for the numerical representation of derived analytical 

expressions, followed by application of developed methods for modeling and 

forecasting the traffic on the Internet. 
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Abstract: The general approach to evaluate and analyze networking protocols and algorithms
is to use simulation tools, like NS-2, OMNet++, OPNET, ...etc. An alternative method to simulation
tools is to use formal modeling and analysis techniques (such as Petri Nets). These techniques allow
the user to do both performance evaluation and model checking.

In this paper, we continue our previous work on modeling and evaluating our EQ-MAC protocol
[1]. In this work, we introduce a Colored Petri Nets model for modeling and evaluating the EQ-
MAC protocol. EQ-MAC protocol is an energy efficient and quality of service aware medium access
protocol designed for wireless sensor networks.

To extract some results from the developed model, we used the GreatSPN and WNSIM tools.
Results demonstrate the efficiency of our protocol. As well, this work demonstrates the possibility of
using Petri Nets in modeling and evaluating of any other MAC protocols for wireless sensor networks.

Keywords: Energy Efficient MAC, QoS, Wireless Sensor Networks, Petri Nets.

1. Introduction

Recent advances in micro-electro-mechanical systems, low power highly integrated
digital electronics, tiny microprocessors and low power radio technologies have
created low-cost, low-power, and multi-functional sensor devices, which can ob-
serve and react to changes in physical phenomena of their surrounding environ-
ments. These sensor devices are equipped with a small battery, a radio transceiver,
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a processing unit, and a set of transducers that used to acquire information about
the surrounding environment. The emergence of such sensors has led engineers to
envision networking of a large set of sensors scattered over a wide area of interest.
A typical wireless sensor network consists of a number of sensor devices that col-
laborate to accomplish a common task such as environment monitoring and report
the collected data, using the radio, to a center node (sink node). Wireless Sen-
sor Networks (or WSNs in short) can serve many civil and military applications
that include target tracking in battlefields [2], habitat monitoring [3], civil structure
monitoring [4], and factory maintenance [5], etc. In these applications, reliable,
and real time delivery of gathered data plays a crucial role in the success of the
sensor network operation.
Provided that sensor nodes carry limited, generally irreplaceable, power source,
then wireless sensor networks must have built-in trade-off mechanisms that enable
the sensor network to conserve power and give the end user the ability of pro-
longing network lifetime at the cost of lower throughput and/or higher latencies.
The energy constraints of sensor nodes and the need for energy efficient operation
of a wireless sensor network have motivated a lot of research on sensor networks
which led to the development of novel communication protocols in all layers of
the networking protocol stack. Given that the radio transceiver unit considered as
the major consumer of energy resources of the sensor node, specially when the ra-
dio transceiver is turned on all time, then a large amount of energy savings can be
achieved through energy efficient media access control (MAC) mechanisms. For
this reason, energy consideration has dominated most of the research at MAC layer
level in wireless sensor networks [6].
However, the increasing interest in real time applications of sensor networks has
posed additional challenges on protocol design. For example, handling real time
traffic of emergent event triggering in monitoring based sensor network requires
that end-to-end delay is within acceptable range and the variation of such delay is
acceptable [7]. Such performance metrics are usually referred to as quality of ser-
vice (QoS) of the communication network. Therefore, collecting sensed real time
data requires both energy and QoS aware MAC protocol in order to ensure efficient
use of the energy resources of the sensor node and effective delivery of the gathered
measurements.
However, achieving QoS guarantees in sensor networks is a challenging task, be-
cause of the strict resource constraints (limited battery power, and data memory) of
the sensor node, and the hostile environments in which they must operate [8].
This paper introduces a Petri Nets model for our EQ-MAC protocol [1]. EQ-
MAC protocol is an energy efficient and quality of service aware MAC protocol
for wireless sensor networks. EQ-MAC utilizes a hybrid approach of both sched-
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uled (TDMA) and contention based (CSMA) medium access schemes. EQ-MAC
differentiates between short and long messages; long data messages are assigned
scheduled TDMA slots (only those nodes, which have data to send are assigned
slots), whilst short periodic control messages are assigned random access slots.
This technique limits message collisions and reduces the total energy consumed by
the radio transceiver [6].
Perhaps the greatest advantage of EQ-MAC beside the efficient node’s battery us-
age is its support for quality of service based on the service differentiation concept.
The service differentiation is done through employing a queuing model consists of
four different priority queues. This model allows sensor nodes to do some type of
traffic management and provide extremely highest priority traffic a greater chance
of acquiring the channel and hence rapidly served with minimum delay.
The rest of the paper is organized as follows. We present and discuss some related
work in section II. Section III describes the EQ-MAC protocol approach. In sec-
tion IV, we describe the components of the Petri Nets model designed for EQ-MAC
protocol. Section V presents the results. Finally, we conclude the paper in section
VI.

2. Related Work

Power management of the radio transceiver unit of a wireless device has gained
significant importance with the emerging of wireless sensor networks since the ra-
dio unit is the major consumer of the sensor’s energy [1]. It has been shown that
the energy consumed in transmitting one bit is several thousand times more than
the energy consumed in executing one instruction [9]. Recently, several MAC layer
protocols have been proposed to reduce the energy consumption of the sensor’s ra-
dio unit. Refer to [6] for some examples.
However, the increasing interest in real time applications and multimedia applica-
tions of sensor networks requires both energy and Quality of Service (QoS) aware
protocols in order to ensure efficient use of the energy resources of the sensor node
and effective delivery of the gathered measurements.
Perhaps the most related protocols to our protocol are presented in [10] and [11].
In [10], R. Iyer and L. Kleinrock developed an adaptive scheme for each sensor
to determine independently whether to transmit or not so that a fixed total number
of transmissions occur in each slot. The protocol accomplishes its task by allow-
ing the base station to communicate QoS information to each sensor node within
the network through a broadcasting channel, and by using the Gur Game mathe-
matical paradigm, optimum number of active sensors can be dynamically adjusted.
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The protocol makes tradeoffs between the required number of sensors that should
be powered-up so that enough data is being collected in order to meet the required
QoS and number of sensors that should be turned-off to save a considerable amount
energy, and hence maximizing the network’s lifetime. The concept of QoS in [10]
and our EQ-MAC are completely different; in [10] the QoS is defined as the total
number of transmissions that should occur in each slot in order to gather enough
data. In other words, QoS in [10] is expressed as the quantity of gathered sensory
data should be enough for the command center to make a decision, regardless of
the delay requirement. (i.e. maximizing the protocol throughput, while minimizing
energy consumption). while in EQ-MAC the QoS is defined as classing network
traffic based on its importance into different classes in order to provide better ser-
vice (in terms of delay and throughput) for certain traffic classes (e.g. real time
traffic).
In [11], authors proposed Q-MAC scheme that attempts to minimize the energy
consumption in a multi-hop wireless sensor network while providing quality of
service by differentiating network services based on priority levels. The priority
levels reflect the criticality of data packets originating from different sensor nodes.
The Q-MAC accomplishes its task through two steps; intra-node and inter-node
scheduling. The intra-node scheduling scheme adopts a multi-queue architecture
to classify data packets according to their application and MAC layer abstraction.
Inter-node scheduling uses a modified version of MACAW [12] protocol to coordi-
nate and schedule data transmissions among sensor nodes.
Unlike Q-MAC, our EQ-MAC uses a more energy efficient way to coordinate and
schedule data transmissions among sensor nodes through a hybrid approach utiliz-
ing both scheduled and non-scheduled schemes. A significant amount of energy
could be saved through this approach.
In order to investigate the performance of networking protocols, there is a clear
need to use simulation tools or formal methods to validate the protocol performance
or functionality prior to implementing it in a real environment. Using formal mod-
eling and analyzing techniques (such as Petri Nets) have the advantage to perform
both performance evaluation and model checking. Such techniques are widely used
in traditional networks. Using formal techniques in modeling wireless networking
protocols presents many challenges, some of which are addressed in [13]. As we
are going to use Petri Nets in modeling our protocol, then in the rest of this sec-
tion, we briefly describe some work in modeling using Petri Nets. In [14], a high
level Petri Net named as finite population queuing system Petri nets (FPQSPN) is
introduced for molding and simulation of medium access control layer in computer
networks. Authors in [15], proposed a Petri Net model for a formal verification of
IEEE 802.11 PCF protocol. A Petri Net model is presented for the SMAC [16] pro-
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tocol in [17]. The proposed model is based on Hierarchical Colored Petri Nets, and
using Petri Net tools, some results of certain performance measures are evaluated.
In the remaining sections, we describe our protocol, proposed Petri Net model, and
performance evaluation results.

3. EQ-MAC PROTOCOL DESCRIPTION

Since we are going to model the EQ-MAC protocol[1][18] in this paper, we briefly
describe this protocol in this section.
EQ-MAC protocol composed of two components; a clustering algorithm and a
channel access mechanism.

3.1. Clustering Algorithm

Sensor network clustering is done through the execution of a modified version of
Ext-HEED[19]. Ext-HEED is originally inspired by HEED algorithm [20]. Elec-
tion of CHs is based on two main criteria; first the amount of residual energy of
the node, thus a node with high residual energy has a higher chance to be elected
and become a CH. Second criterion is the intra-cluster communication cost. This
criterion used by nodes to determine the cluster to join. This is especially useful if
a given node falls within the range of more than one CH.
The clustering algorithm achieves its task through the execution of the following
four phases:

• Initialization phase; Initially the algorithm sets a certain number of cluster
heads among all sensors. This value is used to limit the initial cluster head
announcements to the other sensors. As well each sensor sets its probability
of becoming a cluster head.

• Repetition phase; During this phase, every sensor node goes through several
iterations until it finds the cluster head that it can transmit to with the least
transmission power. Finally, each sensor doubles its cluster head probability
value and goes to the next iteration of this phase. It stops executing this phase
when its cluster head probability reaches 1.

• Optimization phase; In this phase, all uncovered nodes must run the original
HEED algorithm[20] to elect some extra cluster heads. Each uncovered node
selects a node with the highest priority in its neighborhood (including it self)
as a cluster head to cover itself. Reducing cluster head count reduces the
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inter-cluster head communication and thus prolongs the network lifetime and
limits the data collection latency.

• Finalization phase; During this phase, each sensor makes a final decision on
its status. It either picks the least cost cluster head or pronounces itself as a
cluster head.

3.2. Channel Access Mechanism

The channel access protocol is composed of two sub-protocols: Classifier MAC (C-
MAC), and Channel Access MAC (CA-MAC). The two sub-protocols are described
below.

3.2.1. Classifier MAC (C-MAC)

C-MAC protocol uses a modified version of the queuing architecture of Q-MAC
[11]. C-MAC classifies packets based on their importance and stores them into the
appropriate queue. The source node knows the degree of importance of each data
packet it is sending which can be translated into predefined priority levels. The
application layer sets the required priority level for each data packet by appending
two extra bits at the end of each data packet. The number of bits used to distinguish
priorities could be set according to the number of priority levels required.
The queuing architecture of the C-MAC is composed of four queues (see Fig 1).
Each packet is placed in one of the four queues -high (instant queue), medium,
normal, or low- based on the assigned priority. During transmission, the CA-
MAC gives higher priority queues absolute preferential treatment over low priority
queues.

3.2.2. Channel Access MAC (CA-MAC)

The CA-MAC sub-protocol uses a hybrid mechanism that adapts scheduled and un-
scheduled schemes in an attempt to utilize the strengths of both mechanisms to gain
a save in energy resources of the sensor node, and hence prolonging the lifetime of
the sensor network. CA-MAC provides scheduled slots with no contention (based
on TDMA) for data messages and random access slots (based on CSMA/CA) for
periodic control messages. In the design of our protocol, we assume that the under-
lying synchronization protocol can provide nearly perfect synchronization, so that
synchronization errors can be neglected.
CA-MAC classifies sensor nodes within the sensor network into two types: normal
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sensor nodes, and head nodes. The head node is responsible for controlling the
channel access between sensor nodes within the cluster and collects sensory data
from them, as well as reporting gathered data into the Base Station (BS). This clas-
sification is done through the execution of the clustering algorithm at the beginning
of each round.
The communication process is composed of two steps; transferring data from sen-
sor nodes to cluster head (intra-cluster communication), then from cluster heads to
the BS. Before going further in describing our protocol, we define some assump-
tions:

• All sensor nodes are in the radio range of the BS.

• Always we consider the number of heads generated by the cluster head after
each round is fixed.

• The clustering algorithm is repeated every certain period (in our implementa-
tion is set to 15 minutes, this time is chosen based on the relax interval of the
alkaline batteries) to re-elect new CHs in order to evenly distribute the con-
sumed energy between sensor nodes. (i.e. the role of CH is rotated between
nodes according to the residual energy of each node)

Refer to our papers [1] and [18] for more details.

Fig. 1. EQ-MAC Structure

Intra-Cluster Communication The channel access mechanism in CA-MAC is
based on dividing communication time into frames (see Fig. 2), which are con-
trolled by the head node. The frame is composed of two slots: mini slot and
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dynamic normal slot. Mini-slot is used to transmit and receive control signals,
and consists of three parts; Frame Synchronization (SYNC), Request, and Receive
Scheduling. Dynamic normal slot is used to control the transmission of the gath-
ered data to the head node. The frame length is dynamic (i.e. the number of time
slots is increased or decreased according to the number of nodes that have data to
send).
CA-MAC accomplishes its task through the following four phases: Synchroniza-
tion, Request, Receive Scheduling, and Data Transfer. Nodes that have data to
send should content for the channel during the Request phase and send their re-
quests along with the appropriate priority level of its traffic to the head node. (The
contention interval should be long enough to give all sensor nodes which have data
to transmit a chance to send their requests). Then, sensor nodes use the TDMA
slots during the data transfer phase to send their data packets to CHs. Sensor nodes
that have no data to transmit go to sleep directly after the end of the mini-slot.More
details are given below about the operation of the CA-MAC in each phase:

• Synchronization phase: At the beginning of each frame, the CH broadcasts
a SYNC message to all sensor nodes within its cluster - all sensor nodes
should be in receive mode during this phase to be able to capture the SYNC
message. The SYNC message contains synchronization information for the
packet transmission.

• Request phase: During this phase, sensor nodes that have data to transmit
content for the channel in order to acquire the access to send its request to
the CH along with the required priority level.

• Receive Scheduling phase: The CH broadcasts a scheduling message to all
sensor nodes within its cluster that contains the TDMA slots for the sub-
sequent phase ”data transfer phase”. All sensor nodes that have no data to
transmit or receive should turn their radios transceivers off and enter sleep
mode until the beginning of next frame. Making sensor nodes sleep early
results in significant save in energy.

• Data Transfer phase: In this phase, sensor nodes use the TDMA slots to
transmit their data to the CH or to communicate with their neighbors.

Reporting Data to Base Station Accessing the channel to report data to the base
station nearly uses the same frame structure used in intra-cluster communication.
As the number of CHs is fixed after each execution of the clustering algorithm, then
the BS schedules directly the cluster heads, and distributes the time slots between
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Fig. 2. Frame Format Structure

Fig. 3. Frame Structure:Used for data communication between CHs and BS

CHs. We assume that all CHs have data to report to the BS. As a result, the random
access period is removed, and the frame structure becomes as shown in 3. The
communication procedure is done through the following phases:

• Synchronization phase: At the beginning of each frame, the BS broadcasts
a SYNC message to all sensor nodes - all sensor nodes should be in receive
mode during this phase to be able to capture the SYNC message.

• Receive Scheduling phase: as CHs are announced after executing the clus-
tering algorithm, then the BS knows the current elected CHs. As a result,
there is no need for CHs to content for the channel to acquire the access to
send their request messages. Moreover, we assume that CHs always have
data to report to the BS. The BS broadcasts a scheduling message to all CHs
that contains the TDMA slots for the subsequent phase ”data transfer phase”.

• Data Transfer phase: In this phase, CHs use the received TDMA schedule
to transmit their collected data to the BS.

4. Modeling the EQ-MAC protocol with Petri Nets

In this section, we describe the proposed Petri Net model for the EQ-MAC proto-
col. We consider two cases. In the first case (Case-1), we consider the frame has
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enough data slots to accommodate all requests arriving from different sensor nodes
in the networks (see figure 4). The second case (Case-2) considers a frame where
data slots are not enough to accommodate all nodes requests number, and therefore
only some part of the arrived requests are processed (see figure 5).

Fig. 4. Case-1: Data slots are enough

4.1. Describing Elements of the Model

In this section, we describe the components of our models. We use the SWN
(Stochastic Well Formed Petri Net) model for our system. By referring to figures 4
and 5, we have various elements:

1. Places: A place in a Petri net model contains the various resources of the
system. In our system, we have three kinds of resources: stations, slots, and
data. The model contains ten places which are:

(a) Data: This place contains the data to be sent,

(b) Data1: After the synchronization, this place contains the data for which
the resource requests should be sent,

(c) Node: It contains all the nodes (stations) of the system. The nodes of
various clusters are distinguished by color classes,
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Fig. 5. Case-2: Data slots are not enough

(d) Head: It contains the cluster heads. Note that a cluster head is a station
which can communicate with all nodes in the cluster,

(e) W Resp: It is the place in which the nodes wait for the response of the
cluster head, after the transmission of their requests,

(f) Slot: It is the place which carries the available slots for the packets
transmission,

(g) W Send: In this place the nodes wait to receive slots

(h) P Send: It is the place in which the nodes are in the last step before the
transmission of their packets,

(i) In Sent: The tokens in this place are the data in the support of trans-
mission,

(j) Dest: This place models the queue of the sink node.

2. Transitions: A transition is an action. In our system, we have many actions.
These actions are modeled as follows:

(a) Sync: This transition represents the broadcast of SYNC messages by
cluster heads,

(b) Req: It is the submission of resource requests to cluster heads,
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(c) R Sch: This transition models the broadcast of the receive scheduling
message by cluster heads,

(d) End Sch: It represents the attribution of slots to nodes,

(e) Return: This transition represents the packets that are are returned back
to nodes, because of slot insufficiency,

(f) Send RT: It is the beginning of real time packets transmission,

(g) Send NRT: It is the beginning of non-real time packets transmission,

(h) Trans: This transition represents the arrival of packets in the sink node,

(i) Lost: When a packet is lost in the network a message is sent to the
sender,

(j) Ack: When a packet arrives to a sink node an Ack message is sent to
the sender.

3. Color classes: In a SWN, the color classes represent the resources of the
system. Each resource is modeled by a color class. In each color class,
we can have a subclass. In our system, the places contain the follow re-
sources: nodes, cluster heads, slots, and data packets. We have only three
color classes. Slots are defined as neutral tokens.

(a) The color class of data packets (D): It contains all packets that are sent
by nodes in the network. We have two subclasses in the color class D:

i. The first subclass contains the real time packets (Datr ),
ii. The second subclass contains the non-real time packets (Dntr )

(b) The color class of nodes (N): This color class contains all nodes in
the system. Each subclass of this color class represents the nodes of a
cluster. Then we have so many subclasses as we have many clusters.
If the number of clusters in the network is n, then the subclasses are
denoted by Ni , where (1 =¡ i ¡= n),

(c) The color class of cluster heads (C): It contains the cluster heads of the
clusters that compose the network. In our system, each cluster contains
one head and the heads are distinguish by different subclasses. We have
many subclasses in the color class C as we have many clusters. If the
number of clusters in the network is n, then subclasses are denoted by
Ci (1 =¡ i ¡= n),

4. Guards: A guard is a function which gives the facility to add restrictions in
a model. In our model we have three guards:



347

(a) G0 is concerning with the transition Sync. It prevents a CH from send-
ing a synchronization message to a node of another cluster,

(b) G1 is concerning with the transition Req. It prevents a node from send-
ing a request when it has not data to send (X = X2) and a CH from
receiving a request from a node that belongs to another cluster (H =
H1),

(c) G2 is concerning with the transition R Sch. It prevents a CH from
sending the scheduling message to nodes of another cluster (H = H2)
and a node from receiving the scheduling message of other CHs (X =
X1).

5. Initial markings: The initial marking defines the resources effectively avail-
able in the system. A marking is attributed to a place in the model. If we at-
tribute an initial marking to a place, the tokens in this marking are the initial
resources in this place before running the simulation. We have four initial
markings, which are defined as follows:

(a) The marking Mn contains all nodes in the network. It is the initial
marking of the place Node.

Mn =
n∑

i=1

Ni

n represents the number of clusters

(b) The marking Mh contains all CHs in the network. It is the initial mark-
ing of the place Head:

Mh =
n∑

i=1

Ci

n represents the number of clusters

(c) The marking Ms is a marking of neutral tokens. It contains the initial
number of data slots in the frame. It is the initial marking of the place
Slot:

Ms = m

m represents the number of slots in the frame
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(d) The marking Md contains all data packets of all nodes in the network.
It is the initial marking of the place Data.

5. Performance Evaluation

After the model construction, we can extract some performance measures using
Petri Net simulation tools. We have used GreatSPN [21] and WNSIM to carry
out our simulation experiments. We investigate the performance of our protocol in
terms of average delay and delivery ratio.

5.1. Simulation Setup

The simulated network is composed of 26 nodes including the base station. We
test the protocol under two scenarios; in the first scenario (we call it case-1), we
suppose that we have enough slots in the time frame, and then all packets will be
processed and sent to the base station (sink node). Under the second scenario (we
call it case-2), we suppose that that the time frame is short and hence the number
of slots are not sufficient to accommodate all requests from different nodes in the
network.
In both scenarios, we change the number of packets generated at source nodes from
1 to 10 packets. Here the real time traffic is set to 1/3rd of the non-real time traffic.

5.2. Performance Metrics

We use the Average Delay, and Average Delivery Ratio as performance metrics to
assess our protocol. Each metric is computed as a function in the traffic load of the
network, and is defined as fellow:

Average Delay: the average delay is defined as the average time between the
moment a data packet is sent by the source and the moment that packet has been
received by the base station (sink).

Percentage Delivery Ratio (PDR): This metric is computed as the ratio of the
total number of packets successfully received by the base station (TSRPs) to the
total number of packets transmitted by the sources TTPs multiplied by 100.

PDR =
TSRPs

TTPs
∗ 100
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5.3. Simulation Results

In this section, we illustrate and discuss our results.

Fig. 6. Average Delay under Case-1

Fig. 7. Average Delay under Case-2
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5.3.1. Average Packet Delay

Figures 6 and 7 show the average packet delay for our protocol under scenarios one
and two respectively. Obviously, the results indicate that EQ-MAC successfully
differentiates network services. The higher priority packets are always accompa-
nied with low latency.
Under case-1, where we have engouh number of slots, all data packets (either real
time or non-real time) are processed, and all nodes get a chance to send their data
to the cluster head. This explains why the delays in the first case (figure 6) are less
than the delays in the second case (figure 7). When we compare the results of the
two cases; in the second case, we note that the non-real time traffic takes longer
time to be processed, this is because, in case-2, the number of slots per frame is
limited, and hence many non-real time packets are buffered to gives high priority
traffic (real time) absolute preferential treatment over low priority traffic (non-real
time).

5.3.2. Percentage Delivery Ratio

Figures 8 and 9 show the percentage delivery ratio of the packets successfully de-
livered to sink nodes under Case-1 and Case-2 respectively.
Under Case-1, we observe that the delivery ratio for both types of traffic is high and
the the variation in the delivery ratio (as traffic rate increases) is within a short range
(between 84.5 and 87.5), this is because we have enough number of time slots to
accommodate the traffic from different nodes. As well, we note that the delivery
ratio for both types of traffic is lower than 100, because there are lost packets in the
network.
Under Case-2, we observe that the delivery ratio for non-real time traffic decreases
significantly, this is due to the limited number of time slots per frame. In this case,
the protocol gives higher priority to process the real time traffic by, and assigns any
remaining slots to the non-real time traffic.

6. CONCLUSION

In this paper, we presented a Petri Net model for our protocol (EQ-MAC). The
EQ-MAC is an energy efficient and QoS aware protocol introduced for wireless
sensor networks. EQ-MAC combines the benefits of contention based and sched-
uled based protocols to achieve a significant amount of energy savings and offers
QoS by differentiating network services based on priority levels. EQ-MAC enables
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Fig. 8. Percentage Delivery Ratio under Case-1

only the nodes which have a data to transmit to access the channel according to their
traffic priority levels; this avoids wasting slots by excluding those nodes which have
no data to transmit from the TDMA schedule, and to switch nodes to sleep mode
when they are not included in the communication process. Furthermore, prioritiz-
ing traffic according to its importance and criticality provides a greater chance for
extremely highest priority nodes to access the channel and acquire the medium and
hence rapidly served with minimum delay.
Using GreatSPN and WNSIM tools, we have implemented our Petri Net model and
evaluated some performance measures. This work demonstrates and shows the ca-
pability of Petri Nets for modeling and evaluation of sensor networks.
The extracted results show the benefits of the EQ-MAC protocol, and can help in
improving the design of real MAC protocols for wireless sensor networks.
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Abstract: In this paper, we introduce a new method for the throughput maximization in
the downlink multiple-input-multiple-output orthogonal frequency divisionmultiple access (MIMO-
OFDMA) in a single-cell multiuser environment with the channel side information of the transmitter.
The throughput maximization was formulated as an optimization concept and the optimal results were
obtained by solving the Kuhn-Tucker conditions. In order to find the optimal values we proposed an
approach to solving this problem. With the use of the special properties of the throughput maximiza-
tion, we introduced a scheduling algorithm that yields the optimal transmissionschedule. We show
that the throughput maximiztion resulting from the suggested scheduling algorithm is comparable to
the simulation results.

Keywords: : MIMO-OFDMA systems, Throughput maximization

1. Introduction

The modern wireless mobile communication system requires a high robustness
and a high spectral efficiency. Based on the OFDM (Orthogonal Frequency Divi-
sion Multplexing) the orthogonal frequency division multiple access (OFDMA) has
emerged as one of the best candidates for a high data-rate broadband transmission
system in a number of standards, e.g. IEEE 802.11 a/g, IEEE 802.16 d - e,DVB-T,
etc. [1], [2]. In every OFDMA system, each subcarrier is exclusivelyassigned to
only one user. The key problem in the use of the OFDMA systems is the resource
allocation algorithm. According to this algorithm the whole frequency spectrumis
divided into subbands, and each subband is subdivided into slots in the time do-
main. The major problem is assigning these two-dimensional resources to different
users under several constraints, such as the minimum data rate requirement, delay,
etc.
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The MIMO (Multiple Input Multiple Output) as another promising technology
can be employed at both the transmitter and the receiver to introduce spatial di-
versity. With the help of additional antennas, MIMO receivers are more complex
and with OFDMA they make the multi-path channel more efficiently. The MIMO-
OFDMA has been used especially in the IEEE 802.16e standard and recommended
in the IEEE 802.11n standard.

A number of low-complexity channel estimation schemes have been proposed
for the OFDM systems. For instance, in the paper by Chang [3] the polynomial
models were proposed in the design of the OFDM systems. Their design was also
based on the maximum likelihood channel estimation and signal detection [4], [5].
For the sake of the performance analysis of these systems the least-squares [6] and
the minimum mean square error (MMSE) were also proposed [7]. Nevertheless,
the use of these methods for design of the OFDM system is possible, if identifica-
tion at each spatial layer, i.e. a unique transmit-receive antenna path, is known. In
other solution of this problem has been established the best channel estimation per-
formance by loading pilot symbols on separable equispaced [8] and equipowered
[9] subcarriers.

The main goal of this paper is to introduce a resource-allocation algorithm for a
multiclass MIMO-OFDMA system where the spatial correlations could be different
accross the subcarriers. The algorithm endeavors to maximize the system through-
put while ensuring the full fillement of each user’s QoS requirements including
the data rate and the bit-error-rate (BER). In contrast to [10], [11], the subcarrier
allocation, power distribution, and modulation modes are jointly optimized accord-
ing to the users’ channel state, locations, and QoS requirements. As regards the
throughput maximization problem, we analyze the properties of optimal transmis-
sion schedules and propose an iterative algorithm exploiting these properties. The
proposed algorithm has low complexity and can be implemented efficiently.

The rest of the paper is as follows. In section 2 we present the system model.
In section 3 we show our optimal algorithm for the throughput maximization in
the MIMO-OFDMA system. Section 4 provides some simulation results. Finally,
section 6 concludes this paper.

2. System Model

In Fig. 1 we present the block diagram of a downlink MIMO-OFDMA system.
The system is composed of a MIMO-OFDMA transceiver and a MIMO-OFDMA
receiver. We assume that each ofK users haveMr receiving antennas and the
transmitters hasMt transmitting antennas. Thus, for userk, k = 1, 2, . . . , K,
on subcarriern, n = 1, 2, . . . , N , the channel state matrix is given byHk,n with
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Fig. 1. Downlink MIMO-OFDMA system diagram

dimensionMr × Mt.
The channel state matrixHk,n can be decomposed as

Hk,n =
M∑

i=1

u
(i)
k,nσ

(i)
k,n(v

(i)
k,n)H (1)

whereM = min(Mr, Mt) is the rank ofHk,n, {σ(i)
k,n}

M
i=1 are the singular values

of Hk,n in descending order,{u(i)
k }M

i=1 and{v(i)
k,r}

M
i=1 are corresponding left and

right singular vectors, respectively.

The activity of the MIMO-OFDMA system, depicted in Fig. 1, is as follows.
The decision about the use of the allocation decision is obtained via the feedback
signalling channel. Thus, each user can decode the data on the assignedsubcarri-
ers. With the help of the of the resource allocation scheme the parameters of the
system will be updated as fast as the channel information is collected. To achieve
the optimality of the MIMO-OFDMA system in accordance with the results
obtained in the paper by Li [12] the following assumptions must be accepted:

1) The subcarriers cannot be shared by users.

2) Each subcarrier assigned to only one user can experience an independent
downlink MIMO fading.

3) The MIMO channel is assumed to be constant during the subcarrier and the
power allocation process.
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3) At the receiver only the perfect channel state information (CSI) of all users
is achievable.

Based on the above given assumptions, we assign for every subcarrier in a
subband a coherence bandwidth possessing the same channel amplitude.Thus, the
rate of userk in an OFDMA system can be given as follows:

ROFDMA
k = Ns

NB∑

b=1

ρ(k, b)

Np∑

p=1

log2(1 + γ
(p)
k,b

P
(p)
k,b

Ns

) (2)

whereNB is a total number of subbands, each containingNs subcarriers,γ(p)
k,b and

P
(p)
k,b are the effective power gain to noise ratio and the power function of userk on

subbandb and spatial channelp, respectively;
ρ(k, b) ∈ {0, 1} is an indicator function with ”1” denoting codec being allocated
to userk and ”0” otherwise.

3. The Resource Allocation for the MIMO-OFDM System with the
Throughput Maximization

The throughput maximization problem in the MIMO-OFDMA system can be
formulated as follows:

maximize
K∑

k=1

ROFDMA
k (Pk) · tk (3)

subject to:
K∑

k=1

ρ(k, b) = 1 ∀b ∈ {1, . . . , NB} (4)

NB∑

b=1

K∑

k=1

Np∑

p=1

P
(p)
k,b = Pmax (5)

Nb∑

b=1

K∑

k=1

P
(p)
k,b · tk − E = 0 (6)

K∑

k=1

tk − T = 0 (7)

P
(p)
k,b (σ

(p)
k,b)

2

[σ
(p)
k,b ]

2
= fBER(bk,b) ∀k, b (8)
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dk ≤ ROFDMA
k (Pk) · tk ≤ Dk, ∀k ∈ {1, . . . , K} (9)

wherefBER(bk,b) is a threshold in order to satisfy the BER constraints, where
fBER(bk,b) depends on the adopted modulation scheme;P

(p)
k,b is the transmission

power assigned to userk in a subbandb, Dk is the total amont of data units.
We assumed that0 < dk < Dk andPmax is the maximum transmission power;
ROFDMA

k (Pk) · tk is the data throughput of the userk in the giventk time units and
ROFDMA

k (Pk) is the date rate function for the userk; T is the interval time when
the channel state is static.

When the maximum throughput in the MIMO-OFDM system is considered,
the optimal user assignment for subbandb and the corresponding power allocated
can be solved as follows. The Langrangian is

L = ROFDMA
k (Pk) · tk + µ1(ρ(k, b) − 1)

+µ2(P
(p)
k,b − Pmax) + µ3(P

(p)
k,b · tk − E)

+µ4(tk − T ) + µ5(
P

(p)
k,b (σ

(p)
k,b)

2

[σ
(p)
k,b)]

2

−fBER(bk,b)) + µ6(R
OFDMA
k (Pk) · tk

−Dk) + µ7(−Rk(Pk) · tk + dk)

+µ8(Rk(Pk) − Dk) + µ9 · P
(p)
k,m

+µ10(P
(p)
k,b − Pmax) (10)

whereµ1 ÷ µ9 are generalized Lagrange multipliers. Applying the method of the
Lagrange multiplier and the Kuhn-Tucker conditions, we can obtain the necessary
conditions for the optimal solution for allk, 1, 2, . . . , K.

3.1. The Optimal Solution of the Throughput Maximization in the MIMO-OFDM
System

We can take into considerations the data subcarriers that are the data transmitted
at powerP (p)

k,b , where0 ≤ P
(b)
k,b ≤ Pmax. From the Lagrangian multiplier we can

obtain the following equations:

R′

k(Pk) − µ7R
′

kPk + µ8R
′

k(Pk) = 0 (11)
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Rk(Pk) + µ3P
(p)
k,b + µ4 − µ7Rk(Pk) + µ8Rk(Pk) = 0 (12)

We can consider the following two cases:

1) At least in one subcarrier is transmitted at powerP
(p)
k,b , 0 < P

(p)
k,b < Pmax.

Thus, we can obtain

(1 − µ7 + µ8)R
′

k(Pk) = 0 (13)

As Rk(Pk) is increasing,R′

k 6= 0. Therefore,(1 − µ7 + µ8) = 0. Thus, from
dependenceRk(Pk) · tk − Dk = 0 we getsk = Rk(Pk) · tk = Dk.

From Eq. (12) we obtain

(1 − µ7 + µ8)Rk(Pk) + µ3P
(p)
k,b + µ4 = 0 (14)

For all other subbands, that isPi = Pmax. From dependenceRk(Pk) ·tk−Dk = 0,
we obtainsi = Ri(Pi) · ti = Di.

2) Let in all the subcarriers are transmitted the data at powerPmax. In this case
Pmax · T = E. Hence, our problem is simplified to a time allocation problem.
In order to obtain the optimal solution, we can use the following scheme. Every
subcarrier is first allocated in such a way thatdk, 1 < k < K units of data can
be transmitted. The remaining time will be allocated to the subcarriers by their
transmission ratesRk(Pmax) in the descending order. It means that the time will
be allocated to the subcarrier with the highest transmission rate first until it has
enough time to transmit all itsDk units of data. Then, the subcarrier with the next
highest transmission rate will proceed, and so on.

3.2. The Proposed Algorithm for the Throughput Maximization in the
MIMO-OFDM System

Now we can give a new algorithm which can maximize throughput in
the MIMO-OFDM system. This algorithm does not the special cases when
T · Pmax ≤ E or sk = Dk for ∀k, 1 ≤ k ≤ n, studied in previous subsection.

In this algorithm, we suppose that at least one subcarrier will be transmitted at
a power level lower thanPmax and not all subcarriers transmitDk units of data in
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the optimal solution.

The first phase of our algorithm is as follows. We assume that all data streams
are sorted in decreasing order ofR′

k(0) - first derivative of rate function for
subcarrierk. Next, we userequired_energyprocedure to compute the required
energy to transmission at given time constraintT . This function determines the
transmission power of each subcarrier as follows. At first it allocates time toeach
subcarrier such that every subcarrier can transmitdk, 1 ≤ k ≤ n, units of data.
The remaining time of transmission is allocated to the subcarriers in decreasing
order of R′

k(0). Therefore, a subcarrier will receive additional time only if all
subcarriers before it have been allocated adequate time to transmit all their data.

In the second phase of our algorithm, an additional simple procedure is used
to residual subcarrier allocation with the objective of enhancing the total system
capacity.To compare the data rate of userk is used the following dependence:

Rk = Rk +
B

Ns

M∑

i=1

log2(1 + γ
(p)
k,b

P
(p)
k,b

Ns

) (15)

whereNs is the total number of subcarriers, etc.

The algorithm is described in Fig. 3. and its performance will be studied in
the next section.

procedure MIMO_OFDMA_subcarrier_allocation;
begin
consumed_energy:= 0;
while | consumed_energy − E |< ǫ do
begin
initialization_of_all_parameters_of_MIMO-OFDMA;
sorting_of_data_streams_in_decreasing_order;
required_energy;
residual_subcarrier_allocation;

end;
end;

Fig. 2. Scheduling algorithm for MIMO-OFDMA system for throughput
maximization.
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In the first step of our algorithm, each user will be allocated its first subcarrier
under the scheduling principle that the user with the least ratio of the achieved rate
to its required proportion has the priority to choose one subcarrier at a time.

4. Simulation Results

In this section we present simulation results regarding the efficiency of the pro-
posed algorithm presented in section 3. The goal of the simulation experimentsis
to compare the performance of the scheduling algorithm for MIMO-OFDMA sys-
tem with the OFDM-FDMA system, as a special case of adaptive OFDMA scheme.
We assumed that OFDM-FDMA scheme allocates fixed sequences of subcarriers
to each user according to their proportionality constraints and the allocated subcar-
riers of each user cannot be changed over the time.

In our simlation, up to 12 users are to be allocated the resource. There area
total 512 subcarriers with 16 subbands, each having 32 subcarriers.Fig. 3 shows
the total system capacity in dependence on the number of users for both theOFDM-
FDMA method and the proposed algorithm. It can be observed that the proposed
algorithm without a subcarrier rearrangement can achieve the maximum system
capacity. We can observe that the system capacity under this algorithm increases
with the increasing number of users. It is caused by the multi-user diversity. The
OFDM-FDMA method does not have such a property.

Figure 4 depicts the throughput under the time and energy constraint in the
simulated OFDM-FDMA system. We have observed that if the energy constraint
was higher than the given 1000 mW units, all the data could be transmitted. If
the energy constraint was lower than 250 units, no feasible solution could exist.
The optimal data throughput was depicted by a concave function of the energy
constraint. It is obvious that the computation overhead of the proposed algorithm
is low.



363

10.5

11

11.5

12

12.5

13

Number of users

2 4 6 8 10 12

b
b

b b bb b

u

u

u

u

u

u

C
ap

ac
ity

(b
it/

s/
H

z)

OFDM − FDMA

Our algorithm

Fig. 3. Capacity of MIMO-OFDMA system in dependence of number of users.

1100

1200

1300

1400

1500

1600

Energy (mW)

500 1000 1500 2000 2500 3000

b

b

b

b

b

b

u

u

u

u

u

u

T
hr

ou
gh

pu
t(

K
bi

t/s
)

OFDM − FDMA

Our algorithm

Fig. 4. Data throughput in MIMO-OFDMA system for 10 users, energy constraint
equal to 1000 mW and time constraint equal to 100 ms.



364

5. Conclusion

A new efficient algorithm based on the heuristics for MIMO-OFDM systems
was proposed. The objective is to maximize the throughput of data transmission
while ensuring the fulfillment of every user’s QoS requirements. The suggested
algorithm allows us to make a good diversity of the multiuser data requirement, as
well as the channel parameter changing and frequency guaranteeing.Additionally,
the power efficiently decreases in comparison to the conventional FDMA system.
It means that the proposed algorithm can be used in a dynamic change of theenvi-
ronment, as well as in the frequency and space domains.
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1. Introduction

The popularity of wireless telecommunications is increasing rapidly. How-
ever, apart from the obvious advantages over wired networks, suchas increased
user mobility and easier deployment, wireless communications also have a number
of drawbacks. For example, the dependence on batteries requires a more careful
energy management. Secondly, the presence of fading and interference is also par-
ticular to wireless links and may cause a severe degradation of performance.

In this paper, we look at the performance loss due to fading. This loss mani-
fests itself in a reduced throughput of the link, but other performance metrics may
be severely affected as well, such as the mean packet delay, the overflow probabil-
ity of the buffer at the transmitter’s side or the delay jitter. This is by no means a
new topic; we refer to [8, 7, 3] as a sample of how this problem has been tackled,
some of the papers focus on throughput only, others on the complete buffer perfor-
mance. The novelty of this paper resides in the fact that we combine a coupleof
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elements in a way that has not been done before, which leads to an elegantanaly-
sis. Firstly, we make use of a complex Gaussian process as a model of the channel
gain. This type of model is more popular in communications theory circles, than
for queueing analyses, because a direct computation of the buffer content distribu-
tion is too resource-intensive to be useful. For this reason, researchers interested
in the buffer content have hitherto focused on finite-state Markov models.The un-
deniable advantage of Gaussian models however is that the correspondence with
physical parameters is transparent: metrics such as the SNR (signal-to-noise-ratio)
and coherence time feature directly.

During recent years, scaling has become a respected and full-fledgedanalysis
tool. When confronted with a problem for which a direct computation is very costly
or plainly impossible, the probabilist might opt to scale the original problem in
such manner that a much simpler model arises, one in which the salient features of
the original model are retained, but other stochastic fluctuations get filtered away.
We look at two scaling methods in particular, namely heavy-traffic and moderate
deviations. Heavy-traffic analysis is easily the oldest scaling method knownin
queueing theory. Kingman was the first to exploit the deep link between queueing
systems operating under the limit loadρ → 1 and diffusion processes. Moderate
deviations do not have such a long history. Its promise is to combine the strong
points of large deviations and heavy traffic methods. Essentially, it is a rigourous
way of looking at tails of asymptotically Gaussian processes. We are indebted to
the scaling approach taken in [11, 10].

The structure of the paper is as follows. In section 2., we detail the channel
and the buffer model; in section 3., we review the moderate deviations and heavy
traffic scalings and apply them to the model at hand. We look at some numerical
examples in section 5. and finally, we draw conclusions in section 6.

2. Model

Consider a wireless station (the transmitter) delivering data packets to another
wireless station (the receiver). Time is considered to be slotted, where the duration
of a slot corresponds to the transmission time of a data packet of lengthL bits. The
transmission buffer has room forB data packets. The channel over which the in-
formation is sent is subject to fading, which we model as follows. The channel gain
ht during slott ∈ N forms a discrete-time complex Gaussian process. We assume
wide-sense stationarity, and moreoverE ht = 0. The process is thus characterized
completely by an autocorrelation functionrt:

rt
.
= E(h∗sht+s) = E(h∗0ht),
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wherez∗ denotes the complex conjugate ofz.
The process{ht} can also be characterized as filtered white noise. Indeed, con-

sider a sequenceut of independent and identically distributed (iid) complex normal
variables with zero mean and unit variance, and a filter bank with parametersgt

such that:
ht =

∑

s

gsut−s.

The two representations are in fact equivalent. A popular choice in this case is the
Butterworth filter. In this paper, however, we do not further elaborate on the filter
representation of the channel process.

Two choices ofrt are particularly popular. The so-called Jakes’ model is per-
haps the most well-known choice. It was derived from theoretical considerations,
and expressesrt in terms of a Bessel function of the first kind:

rt = J0(2πfdt),

wherefd is the Doppler frequency. There is a simple relation between the the
Doppler frequencyfd, the carrier frequencyfc and the velocity of the receiver:

fd =
v

c
fc,

wherec denotes the speed of light. This shows the strong influence of the car-
rier frequency and the velocity on the nature of the fading process. TheDoppler
frequency also corresponds to the cut-off frequency of the filter.

The other popular form for the autocorrelation function is a Gaussian form:

rt = exp

(

− t2

2α2

)

, (1)

whereα is a form factor regulating the ‘width’ of the autocorrelation function. We
can relate this to the Doppler frequency by determining the cut-off frequency in the
frequency domain. A Gaussian function with form factorα in the time domain is
mapped unto a Gaussian function with form factorα−1 in the frequency domain.
Some manipulations yield the following formula for then-dB cut-off frequency:

fd =

√

n

5
log 10α−1. (2)

Our overview of the channel model is completed by the link between the chan-
nel gain and the transmission error process. The bit error probability is afunction
of the channel gainh as follows:

pb(h) = Q

(

√

2Eb

N0
|h|2
)

,
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where Eb

N0
denotes the SNR andQ(x) denotes the error function; it is equal to the

probability that a normal random variable with zero mean and unit variance islarger
thanx. The packet error probabilityp(h) is the probability that at least one bit of
the packet is incorrect:

p(h) = 1 − (1 − pb(h))L.

Let {ct} denote the transmission process:ct is equal to1 when the transmis-
sion during slott is successful and0 otherwise. We have that

ct = i1−p(ht),

whereiq denotes a Bernoulli random variable with success probabilityq.
Let {at} be the random process of the number of packet arrivals during slott.

A natural class of arrival processes for this kind of analysis is that they are asymp-
totically Gaussian under the scaling we are considering. We will provide more
details as we go along. Stationarity is another natural condition that we impose
throughout this paper. Letλ

.
= E a0; µ

.
= E c0. The load of the system is defined

asρ = λ/µ.

In this paper, we look at the transmitter buffer performance, with the so-called
‘ideal ARQ’ (ARQ stands for automatic repeat request) protocol: packets are re-
transmitted until they are received correctly, (untilct = 1) with the assumption that
there is no feedback delay. That is, the transmission status of a packet is directly
known. The scalings that we consider in this paper involve letting the load ap-
proach1, and under such conditions ARQ with non-zero feedback delay converges
to ideal ARQ. The queue content process{qt} is formulated in terms of the arrival
and transmission processes, by means of the well-known Lindley recursion:

qt+1 = [qt + at − ct]
B
0 .

where[x]B0
.
= max(0, min(B, x)).

3. Scalings

We obtain asymptotic results on the queue content distribution by appropri-
ately scaling the arrival and transmission streams. In this context, it is customary to
define the net-input processwt

.
= at − ct. Even within the class of scaling methods

(which are by themselves already approximative) we have to be careful as to which
methods offer good approximations for a reasonably low computational effort.
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3.1. Fast-time scaling

We consider a set of scalings that involve speeding up the net-input process.
Let w⊗L denote the net-input process sped up by a factorL:

w⊗L
t

.
=

(t+1)L−1
∑

s=tL

ws.

Let us look at a family of scalings of the form:

ŵ = L(1−β)/2(L−1w⊗L − (λ − µ)1). (3)

whereβ ∈ [0, 1] and1 denotes a constant process and equal to1. For β = 0,
we get the so-called central limit scaling, whereasβ = 1 is known as the large
deviations scaling, (which is essentially the same as the scaling used for the lawof
large numbers).

Let us first have a look at the central limit scalingβ = 0. Under mild condi-
tions (typically the existence of the first two moments, and some mixing condition),
the scaled process converges to a (discrete sample of) Brownian motion withzero
drift and diffusion parameterV w:

V w = lim
t→∞

Var[
t
∑

s=1

ws].

The queue content process under this scaling converges to a reflectedBrownian
motion with drift λ − µ, diffusion parameterσ2

w, and boundaries at0 andB. This
leads to a couple of simple performance formulae:

E[q] ≈ V w

2(µ − λ)
, (4)

and

Pr[q ≥ b] ≈ exp

(

−2b(µ − λ)

V w

)

(5)

Large and moderate deviations scalings are less useful for this application.
They involve computing a rate function, which for the transmission process at hand
is either computationally complex (in the large deviations case), or leads only to
the asymptotic formula (5) of the central limit result (in the moderate deviations
case). Indeed, for the large deviations case, computations center around the scaled
cumulant generating function (scgf)Λ(θ):

Λ(θ) = lim
T→∞

1

T
log E[exp(θw⊗T

0 )],
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from which the rate function can be obtained by a Legendre-Fenchel transform.
The computation ofΛ(θ) requires the evaluation of a high-dimensional integral
(with the dimension tending to infinity). This can only be solved by costly Monte-
Carlo techniques, and as we set out to find easy to compute performance formulae,
we will not pursue this path further. We note that the moderate deviations limit in
fact corresponds to a second-order

3.2. Many flows scalings

We now look at a scaling that preserves the time-covariance structure of the
original net-input process: instead of speeding up this process, we denote byw⊕L

an aggregate ofL independent copies of the same net-input process. The family of
scalings has now the following form:

ŵ = L(1−β)/2(L−1w⊕L − (λ − µ)1), (6)

again forβ ∈ [0, 1]. In the central limit scaleβ = 0, the scaled process now
converges to a Gaussian process (not necessarily Brownian motion) withthe same
drift and covariance structure as the original net-input processw. Although the
queue-content process also converges to a Gaussian process, it is generally difficult
to derive closed-form performance metrics for it. This is why we resort tomoderate
deviations in this case. Under some mild conditions, the scaled process satisfies a
moderate deviations principle (MDP) forβ ∈ (0, 1) with rate functionIt:

lim
L→∞

L−β log Pr[ŵ ∈ Ŝ] ≍ − inf
t>0

inf
x̂∈Ŝ

It(x̂), (7)

whereIt(x) is equal to

It(x) = sup
θ∈Rt

θTx − 1

2
θTCtθ, (8)

with Ct the covariance matrix of the net-input process (with dimensiont × t):

[Ct]ij = γ|i−j| = Cov[wi, wj ]. (9)

The tail asymptotics of the queue content process are given by [11]:

log Pr[q ≥ b] ≍ −I, (10)

where

I = inf
t≥0

(b + (µ − λ)t)2

2Vt
. (11)
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We detail in the next subsection how to compute the variance functionVt, which is
defined as follows:Vt =

∑

i,j [Ct]ij . One can also use the ‘refined asymptotics’ of
the Bahadur-Rao type [12]:

Pr[q ≥ b] ≈ 1

θ∗
√

2πVt∗
e−I , (12)

wheret∗ is thet that minimizes (11), andθ∗ = (b + (µ − λ)t)/2Vt∗ .

3.3. Computing the covariance structure

In this section, we show how to compute the functionVt that appears in the
asymptotic performance measures of the previous section. First, note that the net-
input process is the sum of two independent processes: the arrival process and the
transmission process, which means thatVt can be split up likewise:

Vt = V a

t + V c

t . (13)

For the arrival process, we opt in this paper for the parsimonious fractional
Brownian process, which has three parameters: a driftλ, a diffusion parameterσ2

and a Hurst parameterH, whereH ∈ (0, 1). For H = 1
2 , we have the standard

Brownian motion with independent increments, In case ofH < 1
2 the increments

are negatively correlated, and positively correlated forH > 1
2 . We have thatV a

t =
σ2t2H .

The functionV c
t of the transmission process can be found via the auxiliary

sequenceγt:

γt
.
= E[(c0 − µ)(ct − µ)]

= E[(1 − p(h0) − µ)(1 − p(ht) − µ)]. (14)

where the last transition is due to the definition ofi(.). The computation of this se-
quence is best done numerically. The computational complexity is relatively minor,
however: for eacht we must evaluate a four-dimensional integral (recall thatht are
complex-valued random variables, thus yielding two dimensions each). Sequences
V c

t andγt are related as follows:

V c

t =
t−1
∑

i=0

t−1
∑

j=0

γ|i−j|. (15)

The asymptotic variance, which plays a central role in fast-time scalings, is
equal to the limitV = limt→∞ Vt/t. Note that this limit may not exist, for example
for fractional Brownian with Hurst parameterH > 1

2 .
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4. Optimal control

The transmission over wireless channels poses a challenging control problem
to the designer of wireless networks: which level of the SNR represents the optimal
trade-off between quality-of-service and energy consumption ? The parsimonious
performance formulae presented in the previous section offer a feasiblepath to the
static optimization. Indeed, assume given as a QoS constraint that the overflow
probability must be smaller thanP . The SNR influences the transmission rateµ
and the variability of the transmission processV c

t . The buffer sizeb influences the
overflow probability. The control problem is thus as follows:

Find the minimal buffer sizeb and SNR such that:

− log P > inf
t≥0

(b + (µ(SNR) − λ)t)2

2(V a
t + V c

t (SNR))
.

One can also adapt the SNR dynamically according to the perceived current
channel and traffic state. This dynamic optimization problem is a lot harder, and is
the subject of future research.

5. Some numerical results

Consider a scenario in which a transmitter sends data packets ofL = 10000
bits to a receiver over a wireless channel subject to fading. The duration of a packet
transmission is 5 ms. The carrier frequencyfc of the transmission is1Gz, and the
receiver moves relative to the sender with a velocity ofv. In the first pair of figures,
we show autocorrelation function of the channel gain for different velocities and
for the Gaussian and Jakes’ model respectively. Note that the manner in which
the two models decay is completely different. We also show the corresponding
autocorrelation functionγt of the transmission processct for the same scenarios in
figure 2. Note that again, for a Jakes’ model there are a lot of small bumpsafter the
main bump, whereas for the Gaussian model there is only one bump. Although the
bumps appear small they have an considerable influence on the functionVt.

Next, we turn our attention to the buffer performance proper. We plot the tail
probabilities of the buffer occupancy for different velocities in the left subplot of
figure 3. We see that the velocity has a huge effect on the buffer performance. In
the right subplot, we look at the log-probability of the buffer exceeding a certain
level (b = 80) versus the velocityv. We see that above some speed the influence
gets minimal.

In the last figure, we show that when the arrival source is really bursty(Hurst
parameterH = 0.7, signifiying a large positive correlation), the performance of the
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buffer deteriorates to the extent that the influence of the fading channelis hardly
seen.

v = 10

v = 1

0 100 200 300

−0.5

0

0.5

1

t

rt

Fig. 1: Channel autocorrelation functionsrt with ‘Gaussian’ form (dashed lines) and Besselian form (Jakes’
model; full lines) for different values ofv(in km/h).
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Fig. 2: Transmission autocorrelation functionγt for different values ofv. Gaussian-form models are in dashed
lines; Jakes’ models are in full lines. Values of the other parameters are:fc = 1 GHz; Tp = 5ms;L = 10000;
SNR=14dB.

6. Conclusion

We studied the moderate deviations asymptotics of a retransmission buffer over
a wireless fading channel. We found easy to evaluate performance formulae that
link important physical parameters such as signal-to-noise ratios, coherence time
and so on. The most important conclusions are: (1) the throughput alonedoes
not suffice to characterize the buffer performance, (2) the lower the velocity of the
receiver the worse the buffer performs (3) the effects of the fading channel might be
swamped by really bursty (or ‘Hursty’) arrival sources, especially when the packet
error probability is reasonably low, and (4) Gaussian and Jakes’ fading models give
different tail behavior.
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Fig. 3: Left: Log probabilities of the buffer contentu for different values ofv; Gaussian-form models are in
dashed lines; Jakes’ models are in full lines. Right:log P (u ≥ 80) versus the velocitityv of the receiver, for a
Gaussian-form model. Values of other parameters are: SNR=14dB;H = 0.5;V a = 0.1.
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Fig. 4: A plot oflog P (u ≥ b) versusb for an SNR of 10dB (dashed lines) and of 14dB (full lines) for two values
of the Hurst parameter. Values of the other parameters are:Va = 1; v = 5km/h.
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Abstract: Presented article focuses on improving performance of the TCP/IP connection in
specific condition - connection between the data server and client downloading data, using mobile
(cellular) network as an Internet connection method, while driving. A way to affect mechanisms
of transport layer, and achieve better performance, is method described as changing TCP’s Con-
gestion Control Algorithm (CCA), which is responsible for congestion window behaviour. Today’s
TCP flavours are presented. For experimental research, topology is created, and test scenarios are
being discussed. Methodology and tools are presented, as well as comparison of different CCA per-
formance in realized test runs. Presented research leads to conclusion there is a field of study on
cwnd behaviour in 3G network while using a family of congestion control algorithms designed for
fast networks, since those get better results than CCAs designed for wireless networks. The results
and conclusions of this article address the infrastructure level of a typical, modern, european, urban
region.
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1. Introduction

Presented article focuses on improving performance of the TCP/IP connection
in specific condition - connection between the data server and client downloading
data, using mobile (cellular) network as an Internet connection method. Perfor-
mance and similar parameters of a connection using GSM / WCDMA technologies
as an Internet access method is a subject widely researched. The variety of con-
ditions and factors affecting performance of such connection is often a topic of
scientific reports - for example [1], [2] or [3].

Problem, addressed in this article, is (in spite of fact that conclusions of similar
research are useful for mobile network operators nad vendors), they present little
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value to the end-user - who doesn’t have the capability to alter any parameters of
3G infrastructure he uses.

There is, however, a way to affect mechanisms of transport layer, and achieve
better performance. Method described in this article focuses on changing TCP’s
Congestion Control Algorithm (CCA), which is responsible for congestion window
behaviour. Server administrator can easily recompile and merge any CCA (even his
own) into Linux kernel and change CCAs using Linux kernel parameters.

2. TCP State of art

During data transfer, every packet is exposed to phenomenas slowing down or
interrupting its travel through computer network. This slowing down, in the case
of TCP segments in particular, may be caused by transmission channel congestion
or interferences observable in wireless networks. In TCP protocol, mechanisms
regulating sending data rate in dependence of network state, were introduced as a
solution to network congestion problem.

First such modification was so called Tahoe [4] algorithm, including slow-
start, congestion-avoidance and fast-retransmission mechanisms. In TCP Reno
[5] algorithm, besides Tahoe modifications, an algorithm of Fast-Recovery of lost
packets was introduced [6], [7]. Fast-Recovery uses fast retransmission mecha-
nism, in which multiple acknowledges of the same packet indicate packet loss. So
called New Reno algorithm [8] is capable of Selective Acknowledgments (SACK),
allowing TCP protocol to continue fast retransmission procedure without Slow-
Start, even after getting only partial acknowledgments (allowing for some ACK to
arrive later).

Today there are many known versions of TCP algorithms, altering TCP win-
dow size in different manner, that are in majority modifications of Reno mecha-
nism, but focusing on different problems of modern networks - some address spe-
cific wireless/satellite networks issues, other, for example, deal with TCP prob-
lems on Long Fat Networks. Algorithms BIC TCP (Binary Increase Conges-
tion Control)[9] and CuBic [10], designed for use with networks with large BDP
(Bandwidth-Delay Product), distinguish themselves with window growth function,
specific around link saturation point. Mentioned CCAs include methods of new
TCP window value designation, which cause no exaggerative growth, which in
turn leads to maintaining optimal data transfer rate longer comparing to other algo-
rithms. CuBIC Algorithm is used by default in modern Linux kernel.

Another approach is presented by Vegas algorithm [2] - Vegas tries to accom-
plish better bandwidth saturation, avoiding retransmissions, with appropriate flow
reduction. Algorithm predicts (or tries to predict) congestion before it happens and
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reduces packet sending rate, hoping to reduce packet delay, and, in effect, increase
performance. This is known as proactive behaviour. Around 2003, Veno algorithm
was proposed [11] - an attempt to merge the advantages of Reno and Vegas al-
gorithms. Veno algorithm relies on Vegas proactive mechanism only to identify,
whether specific packet loss incident is caused by network congestion or is it effect
of random wireless environment issues. Congestion window regulation is made
similar to Reno behaviour.

Using such algorithms as Veno or Vegas should bring good results in wireless
networks, where packet loss probability is much higher compared to wired net-
works. In addition to those, specifically for application in wireless networks, where
potential packet loss is a result of transmission error rather than network conges-
tion, and network load is highly dynamic nature, Westwood algorithm [12] was also
designed. In Westwood algorithm, the stream of acknowledgments is analyzed for
estimation of Eligible Rate value, used in turn for congestion window optimization
and accurate setting up ssthresh value in case of packet loss event discovery. Im-
portant difference between Westwood and Reno is a method of congestion window
reduction. Westwood, contrary to Reno (which halves the cwnd - value of conges-
tion window, after congestion event), uses information of last available bandwidth
with window reduction calculation.

Another CCA worth mentioning, YeAH algorithm[13], is quite fair with com-
peting Reno flows, and doesn’t cause significant performance loss in case of ran-
dom packet loss event. YeAH assumes cooperation of two phases - ”quick” phase,
when cwnd is increased following procedures like in STCP [14], and ”slow”, dur-
ing which algorithm YeAH behaves like Reno algorithm. The state of algorithm
phases is conditioned on predicted packet number in log queue.

3. 3G technologies

As forementioned, the performance of the connection to the Internet via cel-
lular/mobile networks is a subject of vast scientific research, specifically for tech-
nologies in scope of this paper, articles like [15], [16], [17] . Some reason for
this, and an important fact is that while using mobile terminal for data connection
with the Internet, different cellular data transfer technologies may be used. This
is also dependable of the distance between base stations and client, base stations
and/or client capabilities, radio conditions etc. [18],[19]. Therefore, typical 3G
cellular network offers its clients a gradable performance, deploying specific tech-
nologies for infrastructure of crowded cities rather than suburban region, or rural
areas, downgrading when necessary to 2.5G or even 2G technologies.

In table 1 we placed main cellular access technologies with their key perfor-
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Technologies Available bandwidth / Observable packet loss Latency Jitter
(generation) throughput at end-user (end-to-end Internet conn.) (RTT values)

GPRS (2.5G) [22], [25] Very Low up to 10%, due to Bad (up to 2000ms) High
(115kbps / 40kbps) timeouts and delay spikes

EDGE (2.5G) [26],[27] Mediocre up to 10%, due to Bad (up to 1500ms) Medium
(474kbps / 100-130kbps) timeouts and delay spikes

UMTS (3G) [27] High low (sometimes timeouts Good Low
(2Mbps / 300kbps) due to poor radio conditions)

UMTS - HSDPA (3.5G) Relatively very high very low, Good (20-100ms) Low
[28], [29] (1,5Mbps-4Mbps / 900kbps ) omittable

Table 1. Cellular data connection comparison

mance metrics, judging from user and transport layer perspective. As described in
[20], [21] we concentrate on RTT, throughput, packet loss and jitter - those are the
key factors of a TCP connection performance [22]. In research presented herein,
mostly UMTS technology was available during test trials.

One must note that the classification herein (Table 1) is not in any way compre-
hensive - we concentrate on the packet-switched technologies, and GSM-originated
(deployed mostly european-wide). More information was presented in our recent
papers, e.g. [22].

In addition, one must have in mind that the scope of this paper is limited -
discussed technologies are continuously advancing, especially 3.5G for example
such as HSPA+, MIMO HSDPA [23] and there are first commercial realizations
of 4G family, based on LTE technology. Good presentation of all 3GPP standards
may be found on [24].

4. Experimental setup

4.1. Methodology and tools

As the thesis of the article claims, effective throughput depends among others
of applied congestion control algorithm at the sender side and may be significant
in wireless 3G network. So, the test topology should realize following scenario:
(1) The server (sender side) should be capable of using many pluggable CCAs, (2)
Mobile client should be able to download data using 3G connection with the server,
(3) The case is, there should be disturbances caused by moving client.

Figure 1 shows created topology.
As a traffic generator, nuttcp application was used - known and widely de-

ployed in Solaris and Linux systems measurement application [31]. Nuttcp is ca-
pable of creating data transfer in any direction (client-to-server or server-to-client)
which makes it very useful in researched network, as there is no possibility of
creating connection with open ports (server) at the mobile operator (client) side.
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Fig. 1. Test research topology

Transfer tests were measured at the mobile station side, recorded using Windows
XP and Wireshark, open source network analyzer, that permits analysis of network
traffic as well.

Congestion window has to be observed on the sender-side (server). For this, in
Linux system, TCP Probe module was used. Module is capable of saving TCP con-
nection state, cwnd and ssthresh values, and packet sequence numbers in observed
connection.

4.2. Topology setup

The testbed topology consists of three key elements (see Fig. 1): wireless
(celullar) client with 3G capable modem, the Internet server, and a car. Wireless
client, connected to the 3G operator is put in the car, allowing testing while driving.
Regardless of the set up topology, some moving client conditions had to be put up to
express typical moving client behavior. We propose a simple example of recreating
good, average and bad conditions, as follows.

4.2.1. Good conditions case

In order to create good conditions scenario, cellular client was placed in a
slow cruising car. To ensure there are no roaming events during tests, cruising path
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was carefully traced in vicinity of an operator access point. Speed did not exceed
30kmph, and there were frequent stops.

4.2.2. Average conditions case

Creating an average conditions scenario we assumed there should be roaming
events involved; speed of movement should vary between 20-60kmph and there will
be stops, e.g. on the red lights. In other words, case would be about transferring
data in average city traffic. The path of test was therefore placed between cities of
Dabrowa Gornicza and Sosnowiec, mainly an urban area.

4.2.3. Bad conditions case

Naturally bad conditions case is about data transfer during fast travel - test in-
volves a highway run (80-100 kmph). In this research, the case was tested between
Dabrowa Gornicza and Katowice cities in Silesia metropolis region.

Naturally, one of the main issues is the effect of 3G infrastructure level in tested
areas on our research (this includes an effects of roaming, attenuation, disturbances
and unknown quality of service rules at the operator network). This research does
not address the problem of base stations localization and configuration, though.
Suffice to say is that one has to have in mind that results and conclusions of this
article address the infrastructure level of a typical, modern, european, urban region.

5. Results and conclusions

Tests were conducted with few distinct congestion control algorithms (Reno,
CuBIC, Veno, Westwood) and analyzed for (1) congestion window behaviour,
(2)RTT values, (3)achieved througput with given CCA. Results are given as fol-
lows.

5.1. Congestion window behaviour

As expected, CCAs try to achieve maximum allowable throughput very
quickly. Such action is shown on Fig. 2 for three algorithms. CuBIC’s specific
growth function near saturation point effect can be seen. Worth noting is, algo-
rithms predestined for wireless networks (such as Westwood or Veno) achieve stu-
ration point longer than aggresive CCAs, like CuBIC, when beginning with slow-
start phase.



385

Fig. 2. Example of cwnd adjustment for different CCAs: A) CuBIC, B)Westwood, C)Reno

5.2. RTT values

Round-Trip Time values are consistent for every CCA; average RTT is low
- around 20ms. A small, but observable jitter exists. This is very important for
any TCP CCA since cwnd may be altered by algorithm once every RTT occurance.
Also, timeout values are derived from RTT.

5.3. Throughput comparison

For clearance, throughput achieved using CCAs diagrams were split onto three
exemplary comparisons.

Fig.3 shows throughput achieved in similar operating conditions and time by
using Westwood, and later, CuBIC algorithm. Even disregarding radio problems
around 55th second for Westwood, it is clear that CuBIC achieves better throughput
in any circumstance.

As shown on Fig. 4, comparing Veno to Cubic shows interesting difference.
On this figure, first 30 seconds is bad radio conditions period, and other half is
good conditions period. Under good conditions scenario, both algorithms perform
similar and achieve similar results. The difference lies in bad conditions handling.
Veno, using proactive mechanisms, predicts problems and stays within lower cwnd
values. This causes uninterrupted transfer (with little jitter), but is not as effective
as aggresive behaviour of CuBIC.

When comparing CuBIC to Reno results, it becomes obvious that in this sce-
nario, CuBIC modifications perform very well. CuBIC achieves better performance
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Fig. 3. Westwood and Cubic throughput comparison

Fig. 4. Veno and Cubic throughput comparison

with this type of connection. Reno doesn’t handle RTT jitter very well.
Main problems of experimental research are:
a) tests involving moving (driving) are hard to reproduce in identical manner

- the only solution seems to be performing statistically big number of test runs,
which leads to another problem:

b) 3-minute test requires around 10MB of data transfer, which leads to notifi-
able cost of research,
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Fig. 5. Reno and Cubic throughput comparison

c) there is a possibility of many concurrent users in researched area, which will
lead to lower maximum throughput allowed by an operator. Tests then have to be
repeated to be comparable to other results.

Nevertheless, conducted tests lead to interesting conclusions.
Unlike technologies of lower mobile generations (2, 2.5G), scenario of Internet

access using 3G connection delivers IP parameters similar to wired connection -
low RTT, high throughput, almost no packet loss probability. Therefore, we observe
better performance using congestion control algorithms designed with Long Fat
Networks in mind - especially CuBIC. Wireless - friendly CCAs, as Westwood or
Veno, do not improve throughput at all in this circumstances.

Presented research leads to conclusion there is a field of study on cwnd be-
haviour in 3G network while using a family of congestion control algorithms de-
signed for fast networks - such as HS-TCP, Hamilton, YeAH. Also, should trials be
consistent with observation, detailed study may be produced.
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Abstract: Correctness and reliability are very important in wireless transmission. Communi-
cation errors cause the need of the data retransmission, which increases the bandwidth usage. Further-
more, transmitting the additional packets consumes additional energy of devices, which implicates
shortening of their life-time, if they are battery powered. Understanding the characteristics of the
transmission errors is significant for proper choice, design and calibration of correcting mechanisms
intended for improving communication. The knowledge of error patterns or knowledge of lack of
such patterns will allow more deliberate choice of encoding schemes for packet transmission.

We carried out propagation measurements to determine realistic transmission loss and trans-
mission error characteristics in the 869 MHz band. This paper presents summarized results and error
analysis. The transmission traces were collected during 10 days in diversified, urban environment.
In the process of characterizing these errors several analysis concerning Received Signal Strength
Indicator (RSSI), bit error rates, bit lengths and bit patterns were performed.
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1. Introduction

The usage of radio bands and wireless devices is heavily regulated throughout
the world. In most countries existing regulations allow using the license-free ar-
eas of the spectrum. The license-free bands are intended for industrial, scientific
and medical purposes [1]. Probably the most common unlicensed radio band is the
2.4 GHz used for home microwave ovens, wireless LANs, Bluetooth, ZigBee and
cordless phones. Other popular unlicensed radio bands are the 433 MHz used in
home automation devices, wireless weather stations, remote light switches and the
868-870 MHz band for asset tracking systems, meter readers, industrial telemetry
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and telecommunications equipment, data loggers, in-building environmental mon-
itoring and control systems, social alarms, high-end security and vehicle data up-
load/download. Unlicensed bands are used also in radio modems, industrial equip-
ment and Wireless Sensor Networks (WSN). Typical applications of WSNs are
controlling and monitoring the building’s equipment (lightning, ventilation, secu-
rity systems, fire systems), security systems, habitat monitoring, vehicular track-
ing, Automated meter reading (AMR) for water, heat and gas. According to CEPT
ERC/REC 70-03 recommendation [2] unlicensed 868-870 MHz band in Europe
is intended for communication between Short Range Devices (SRD). Knowledge
of propagation and error characteristics for this frequency band is fundamental for
proper system planning.

Every band is split into frequency channels. Each channel has a regulated
width and carries one wireless connection at one time. The operating frequency and
channel-width has a big effect on the performance of a wireless device. Wider chan-
nel allows higher transmission rate. The higher frequencies, the wider channels,
due to the relatively more spectrum, however increased transmission rate comes at
the cost of radio propagation or radio distance [3, 4].

Direct communication between all network devices is needed in many applica-
tions of wireless networks, therefore the range of radio transceiver is under consid-
eration during the system planning. The transmission range depends on the height
of antennas, conditions of radio wave propagation, radio frequency, receiver sensi-
tivity and RF power. The RF power has significant impact on range; increasing the
RF power of 6 dB, doubles the range in open space [5, 6].

In Europe, 2.4 GHz devices are regulated to 100 mW of RF power, and the
lower 433 MHz band allows 10 mW. 868-870 MHz band is divided into 8 subbands
with different maximum transmission power from 5 mW to 500 mW. Only the
frequency subband of 869.4-869.65 MHz allows transmitting with RF power up
to 500 mW. Using the maximum available RF power in 869.4-869.65 MHz band
results in reliable distances of a few kilometers in open-spaced areas.

Correctness and reliability are very important in wireless transmission, there-
fore wireless devices allow for transmission error occurrence and implement strate-
gies to enhance connectivity. These strategies are acknowledgements, retransmis-
sions, coding schemes, and forward error correction mechanisms, deployed in var-
ious layers of network stack protocol. Communication errors cause the need of the
data retransmission, which increases the bandwidth usage. Furthermore, transmit-
ting the additional packets consumes additional energy of devices, which implicates
shortening of their life-time, if they are battery powered. Understanding the char-
acteristics of the transmission errors is significant for proper choice, design and
calibration of mechanisms intended for improving communication.
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The 869 MHz subband seems very promising for applications of WSNs or
AMRs systems therefore we carried out propagation measurements to determine
realistic transmission loss and transmission error characteristics in the 869 MHz
band. This paper presents summarized results and error analysis.

The rest of the paper is organized as follows. In section 2. the main sources
of transmission errors are depicted. The experiment setup is described in section 3.
This section also includes measurement scenario. The error analysis is described
in section 4. In section 5. we summarize the results.

2. Errors in the wireless channel - sources and correcting strategies

2.1. Source of errors

In some percentage of transmitted packets it is observed that one or more bits
are corrupted. The errors occur due to the noise and interferences, which are unde-
sirable signals in communication channel. Discharge storms, rainfall or snowfall,
humidity are weather conditions causing natural noise. Noise is also generated in
electronic components of transceiver and receiver. Random motion of electrons
in conductor produces thermal noise. Large amount of noise is artificial, caused
by human existence and industry equipment. Error occurrence is also related to
interference between radio devices, if at least two transmitters send signal simulta-
neously in the same or neighboring radio channel. Signal from one transmitter also
can interfere at the receiver due to the multipath effect caused by reflection, scat-
tering, and diffraction of transmitted signal. These mechanisms have an impact on
the received signal strength in different distances from transmitter. If there is LOS
path to the receiver, diffraction and scattering shouldn’t dominate the propagation.
Likewise, if there is no LOS to the receiver diffraction and scattering will dominate
the propagation. The signal fluctuates when changing location because the received
signal is a sum of many contributions coming from different directions [3, 7].

Interference can be limited by usage of the directional antennas, selection of
free radio channel, implementation of nodes synchronization algorithm to assure
that one device is transmitting at the time. Distortion of received data can be cor-
rected by using forward error correction (FEC) [8] or can be corrected using re-
transmission mechanisms.

2.2. Correcting strategies

To apply proper error correction strategies the knowledge regarding error char-
acteristics is necessary. Statistics on the average amount of corrupted bits (bit error
rate, BER) or information if errors occur in groups are insufficient. If errors cumu-
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Fig. 1: A schematic diagram of device architecture. The device consists of several
independent modules attached to the main board.

late, recognizing relationship between error occurrence is necessary. Large number
of corrupted bits may be caused by packets overlap, bit-shift error (bit insertion or
removal), jamming and transmitter or receiver failure. Typical transmission errors
result from statistical error process and each bit in a packet may be corrupted with
the same probability. If error rate is relatively low, the majority of packets have no
errors, fewer packets have one bit error, and even fewer packets have more errors.

3. Experiment setup

3.1. Measurement devices

Devices used in experiment were designed to function as a universal, double-
band (433MHz / 869MHz) devices capable of constantly logging the received sig-
nal on a replaceable flash card. Each device consists of 3 main parts - the main
board, the transmission module and data logger supplemented with power source
and antennas (for 433 MHz and 869MHz). The design diagram is presented in
figure 1.

The main board consists of several built-in modules and is responsible for
433MHz transmission and power management. It acts as the main controller for
the entire node. It is equipped with Microchip PIC18F46J11 MCU operated with
32MHz. A custom-designed operating system has been applied on the MCU. In
terms of the system architecture, all the modules form a master-slave system, with
main board MCU acting as master. Each sub-module (e.g. 433 Transciever) as
well as all the external modules (e.g. MicroSD logger) are connected to the MCU
using various types of buses, which allows simultaneous operation for some com-
ponents. In particular, the 433MHz transciever, the MicroSD data logger and the
869MHz transmission modules are connected using separate buses. The system
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allows asynchronous dispatching the bus activity.
The 869MHz transmission module comprises 3 elements - a MCU, 869

MHz transceiver and RF amplifier. The transceiver (Chipcon CC1020) allows
usage of various link layer parameters, including diverse range of transmission
speed, encodings (Manchester/NRZ) and modulations (ASK/OOK/FSK/GFSK).
The transceiver is accompanied by RF amplifier allowing 500mW antennas out-
put. The output power is controlled by the CC1020 power register. As CC1020
lacks MCU features (i.e. it is not programmable), the design includes a peripheral
control processor, based on the Microchip PIC16F688. The MCU is responsible
for controlling CC1020 and amplifier operations. A custom command set interface
is used to communicate with the MCU, using a 115 200bps serial line. The module
allows two types of operation: master-slave and constant receive. In master-slave
mode, the module is acting as the slave and all the transmission is initiated by an
external master. The master-slave mode is used for the transmission of data, con-
figuration, diagnostics and for receiving radio frames. While in constant-receive
mode, the module automatically sends data received by the radio transceiver via
the serial link every time a byte completion event occurs. A special control line has
been dedicated for switching between the modes.

The data logging module consists of a single 4D SYSTEMS uDRIVE-uSD-G1
logger equipped with a 2GB microSD card. The 3D SYSTEMS uDRIVE-uSD-G1
is a compact high performance Embedded Disk Drive module, easily addable to
any MCU-based systems. It allows a fast (230kbps) I/O. The SD can be either
FAT16-formatted (the reads and writes are performed on a per-file basis) or a RAW
data transfer can be performed (the data are read/write operations are performed on
the address-byte basis).

During the experiment, only the 869MHz transmission module and MicroSD
logging module have been utilized. The main part of experiment utilized 25 kHz
width channels, transmitting power was 500 mW. GFSK modulation has been used.
The channel width defined the maximum transmission speed of 4800bps. The data
has been transmitted using the NRZ encoding with different transmission powers.
The transmission power has been modified sequentially, with single cycle defined
by: Pm P4 Pm P3 Pm P2 Pm P1 Pm P0, where Pm = 27dBm(500mW ), P4 =
25dBm, P3 = 24dBm, P2 = 23dBm, P1 = 21dBm, P0 = 19dBm.

The device operation consisted of two phases - the constant receive phase and
the transmit phase. The transmit phase is performed sequentially every 32 seconds,
using a transmission window of 1 second for each node. The transmission window
have been bestowed according to the device address (e.g. node 2 should perform
transmission every 2nd second of each cycle). Each transmission frame consists of
three elements - the preamble, system information part (header) and the test pattern.
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The preamble allows frame recognition, while the system information part contains
such elements as the node address, frame identification, transmission power (as set
by the transmitter) and some other diagnostic information. The system information
part is secured using the CRC checksum. The test pattern, described in 4.3., follows
the system information part.

Since the nodes have RTC installed (it is included in the main module), it
is primarily used for internal operations and time stamps. The network design
requires every node to perform synchronized transmission, while the RTC settings
among the nodes may be not-valid system wide. For this reason the main module
MCU incorporates a synchronization procedure allowing automatic network setup.
The algorithm allows automatic network reorganization and single node addition.

During the constant receive phase the main board MCU system performed 3
simultaneous data-related tasks: MicroSD data logging, frame analysis and syn-
chronization. All the data received by the transmission module is logged in 100B
chunks on the memory card, with each chunk having a time stamp. The data is
saved for future off-line analysis. The second task, namely frame analysis is re-
sponsible for on-line extraction of data frames from the byte stream received ob-
served on the 869MHz module bus. The data is extracted to perform some addi-
tional diagnostics and to allow proper working of the synchronization algorithm.
Each recognized frame is followed by the RSSI readout for the last part of the test
pattern. The additional data are stored in separate log file on the flash memory card.

3.2. Measurement scenario

Measurements were performed in August and September 2009 in Warsaw.
Each day we installed up to 20 devices: 4 concentrators (devices with highly sensi-
tive antennas) and 16 end-devices with quarter-wave antennas. Concentrators were
installed on locally high roofs; end-devices were mounted on the walls of buildings
at the height of 2.5 meters. During three weeks we installed concentrators on 57
roofs and end-devices on 218 building walls, their location was changed every day.
Radio range of concentrators covered almost the whole area (19 km2) of Zoliborz,
quarter of Warsaw territory. Surroundings of Zoliborz are differentiated: housing
estates with buildings up to 20 floors, residential districts, green terrains.

4. Propagation measurements and their analysis

Our analysis is based on a set of transmission traces collected during 10 days.
Throughout this time 36 concentrators and 135 transmitters (end-devices) were in-
stalled in total. We analysed traces collected by concentrators. This resulted in
509 analyzed connections. Among 509 connections, we take into consideration
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only those where at least 30 packets were received. This cuts down the number of
analysed connections to 239 referred further as active connections. The distance
between transmitters and receivers vary from 100 and 2500m. Distance distribu-
tion is presented in figure 2a. Most active connections (83%) were recognized for
devices remaining at distance no longer than 1500m. Only several connections
between devices at longer distance were noticed.
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Fig. 2: Distance distribution and mean RSSI for all active connections

For each frame signal power was measured. Mean RSSI (Received Signal
Strength Indicator) for each considered connection is gathered in figure 2b. Obvi-
ously the highest RSSI was measured for devices in direct proximity however the
RSSI varies form maximum to the lowest possible value (around −107 dBm) even
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Number PER [%] BER [%]
All frames 390 154 25.27 2.19
Frames with CRC OK 320 722 13.02 0.8
Frames with CRC not OK 69 432 81.86 8.61

Table 1: Mean error rate in received frames

bits/bytes bytes bits
All frames 2.78 6.30 17.49
Frames with CRC OK 3.03 2.10 6.37
Frames with CRC not OK 3.63 25.67 68.89

Table 2: Mean error length in received frames

at short distances.
Further analysis consists of:

• classification of errors, percentage rate of each error category, mean error
rate and length,

• influence of eakening the RSSI on bit error rate,

• recognizing error patterns.

4.1. Error classification and statistical results

During 10 days, for all active connections 390 154 frames were recognized,
from which 320 722 had a correct CRC. Table 1 presents number of packets in each
category, mean packet error rate and bit error rate for all frames and separately for
frames with correct and faulty CRC. CRC is send in packet header. Calculation of
PER and BER is performed basing on pattern trace excluding header therefore not
all frames without correct CRC are marked as corrupted.

Next table 2 contains information concerning error length. First column indi-
cates how many bits on the average are corrupted in a corrupted byte. Next two
columns contain mean number of corrupted bytes and bits respectively. All values
are given for all frames and separately for frames with proper and false CRC. Once
again mean error lengths are calculated for pattern traces excluding header and tail.

25% of all frames is corrupted, in most cases errors can be recognized basing
on comparison of calculated and received CRC. The error rate among frames with
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Synchronization Hardware Transmission
Frames CRC OK[%] 18.34 14.34 67.32
Frames CRC not OK[%] 14.02 38.59 47.38

Table 3: Classification of errors

Synchronization Hardware Transmission
Frames CRC OK [bytes] 45.73 43.28 2.30
Frames CRC OK [bits] 174.55 103.71 3.03
Frames CRC not OK [bytes] 39.55 62.30 3.73
Frames CRC not OK [bits] 129.59 165.57 4.39

Table 4: Mean error length in particular classes of errors

corrupted CRC exceeds 80%. Surprisingly 20% of frames with faulty CRC were
received without any errors in pattern. The percentage of corrupted frames among
frames with correct CRC surpasses 10% which seems rather high however very low
bit error rate suggest low error rate per frame, which is confirmed by values in table
2.

Error were classified in three classes: synchronization errors, hardware errors
and transmission errors. Synchronization errors occur due to the imperfections of
synchronization algorithm allowing more than one device transmit at the same time.
All hardware can be attributed to the receivers more precisely to the logger mod-
ule. The synchronization errors along with hardware errors are network specific
therefore we do not include them in further analysis. We focus on transmission
errors that expose some coding and frequency disadvantages. The percentage rates
of each error class are grouped in table 3.

Transmission errors make up from half to over two third of all errors. Maxi-
mum number of corrupted bits in packets classified as transmission errors doesn’t
exceed 12 bits which is 1.5% of the whole frame, mean error length for transmis-
sion errors is about 3 bits with frames with properly recognized header. If the
errors don’t show up in groups they are corrigible using correcting strategies such
as forward error correction.

Mean error length for synchronization and hardware errors indicates that on
average half of the frame is corrupted.
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Synchronization Hardware Transmission
Frames CRC OK [dBm] −87.93 −96.46 −97.72
Frames CRC OK [dBm] −89.54 −98.70 −98.06

Table 5: Mean RSSI in particulat classes of errors

4.2. RSSI influence on error rate

We evaluated mean RSSI for packets in all error classes. Table 5 contains
calculated values. RSSI for synchronization errors is the highest which is rather
obvious. Receiver adjusts to the stronger signal therefore measured RSSI is higher.

Figure 3 presents mean RSSI for frames with particular number of corrupted
bits divided into frames with correct and corrupted header. For frames with prop-
erly calculated CRC the differences are negligible. The lowest value for frames
with four bits corrupted results from significantly lower number of such frames and
measurements. For frames with false CRC the difference in RSSI between frames
without errors and frames with 12 bits corrupted is around 6 dBm but doesn’t drop
below -100 dBm. For those frames insignificant lowering of RSSI can be notices
while number of corrupted bits increases.

4.3. Error patterns

Last section contains analysis concerning error pattern recognition. For all
frames with transmission errors, we calculated number of errors on every bit of the
pattern. Figure 4 presents the whole transmitted pattern (the bottom of the plot)
and calculated number of errors on all bits. 60% of pattern consists of randomly
selected bits. Last 40% of the pattern is made up by alternating sequences of differ-
ent lengths of 1s and 0s. Further analysis is divided for this two parts of the whole
pattern.

Figure 5 presents error pattern for random bits. It can be observed that higher
number of corrupted bits appears after longer sequence of 0s. This is the result
of NRZ encoding. It is confirmed in the next two figures presenting results for
alternating sequences of 0s and 1s 6.

The longer sequence of the same bits the higher probability of corrupting the
first opposite bit. The probability is much higher when changing form 0 to 1 than
otherwise however probability of error is increased. Sequence of similar length of
0s and 1s resulted in repetitive error pattern (fig. 6a). Longer sequences caused
much higher error rate (fig. 6b).
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Fig. 5: Cumulative number of corrupted bits for the part of the pattern with random
bytes for frames with transmission error
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Fig. 6: Cumulative number of corrupted bits for the part of the pattern with alter-
nating sequences of 1s and 0s for frames with transmission error
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5. Conclusions

Believing that 869 MHz band is very promising for application of WSN net-
works, we carried out extensive measurements to determine realistic transmission
loss and transmission error characteristics.

The RSSI measured by the receiver mostly depends on the distance between
transmitter and receiver. The effective range of devices transmitting with 500 mW
is up to 1000 - 1500 meters in dense, urban environment. The longer distance, the
lower RSSI which results in increasing error rate.

We recognized three classes of errors: synchronization, hardware and trans-
mission errors. The first two categories are network and device specific therefore
we do not include them in further analysis. Transmission errors are the most com-
mon however they do not introduce much distortion in a single frame. Mean error
length for frames with properly received RSSI doesn’t exceed 1% of the whole
packet.

There is also connection between send data, encoding and probability of error
corruption. We used NRZ coding and it could be observed that the longer sequence
of 1s or 0s the higher probability of corrupting the first alternating bit. The proba-
bility was higher after the sequences of 0s.
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Abstract: Transmission in 869 MHz band with 500mW offers range of up to 5 kilometers in
open space. Understanding of wireless propagation phenomena in this band allows us to predict RSSI
in any place of interesting area with better accuracy. This knowledge helps us to choose installation
places for concentrators or base stations to cover desired locations of end-points.

In this paper we present detailed description of proposed propagation model DUAS. Model uses
elevation data in SHP format and is based on the Two-Ray Ground and ITM propagation models. Our
model was parameterised and verified comparing to propagation measurements, which were collected
during 10 days in diversified, urban environment. In addition we presents analysis of existing wireless
propagation models, basic mechanisms of radio wave propagation, existing RF propagation tools and
elevation data formats.
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1. Introduction

Wireless Sensor Networks (WSNs) play an important role in many industrial
and civil applications concerning asset tracking systems, controlling and monitor-
ing the building’s equipment (lightning, ventilation, security systems, fire systems),
security systems, habitat monitoring, vehicular tracking, Automated Meter Reading
(AMR) for water, electricity, heat and gas. The choice of radio frequency for WSN
devices is determined by many issues. First of all, the regulations in most countries
allow using without license specific areas of the spectrum. The license-free bands
are intended for industrial, scientific and medical purposes [1]. The most common
bands available throughout Europe, are: 2.4 GHz, 869 MHz, 433MHz. Every band
is split into frequency channels. Each channel has a regulated width and carries one
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wireless connection at one time. The operating frequency and channel-width has
a significant effect on the performance of a wireless device. Wider channel allows
higher transmission rate. The higher frequencies, the wider channels, due to the
relatively more spectrum, however increased transmission rate comes at the cost of
radio propagation or radio distance [2, 3, 4, 5]. In most cases the higher frequency
will not be appropriate for WSNs where very short distance is a serious flaw.

The physical radio transmission is based on the emission of electromagnetic
waves. Radio waves decrease in amplitude as they propagate and pass through
obstacles [3, 4, 5]. The wireless propagation is influenced by many factors: trans-
mission medium, transmitting power, number of devices in the network, radio fre-
quency, channel width, modulations, coding, height of antennas, terrain charac-
teristics, weather conditions and many others. Direct communication between all
network devices is needed in many applications of wireless networks, therefore the
range of radio transmitter is under consideration during the system planning.

Radio propagation path loss models are a very important tool for determining
radio coverage and signal strength. These models are very useful during network
planning, expanding and optimizing. In most cases WSNs are distributed networks.
Information is collected from multiple locations simultaneously. Therefore, an im-
portant aspect during planning such a network is to design an appropriate system
architecture for example sink arrangement.

A variety of analytical and measurement based models have been developed to
predict radio propagation [5]. The natural decay of transmitted signal can be mod-
eled using analytical approximations. One of the most commonly applied propa-
gation models is Free Space Propagation Model [5]. In this model the receiving
power is proportional to 1/d2, where d is the distance between sender and receiver
in open space. The Free Space Propagation Model can be extended with the Two-
Ray Ground Model [5, 6]. This model is similar to the Free Space Propagation
Model, except that for distances greater than reference distance, receiving power is
modeled as proportional to 1/dβ , β > 2. This is because the model considers both:
the direct path and a ground reflection path. The Free Space Model and Two-Ray
Ground Model assume ideal propagation over circular area around the transmitter.

The ITS model of radio propagation for frequencies between 20 MHz and 20
GHz (the Longley-Rice model/ ITM model), named for Anita Longley and Phil
Rice is a general purpose model that predicts the median attenuation of a radio
signal as a function of distance and the variability of the signal in time and in space
[7].

Numerous empirical path loss models are available for predicting propagation
in urban, suburban or rural areas. They are often limited to the specific spectrum
range (from 900MHz to 2GHz) and to the large ranges (1 - 20 km). The most
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popular model is proposed by Okumura [8]. He published some curves for pre-
dicting signal strength for a given terrain, for the frequency range from 150 MHz
to 1.5 GHz,distances of 1 to 20km, effective antenna height from 30 - 200m and
the effective receiver height 1 - 10m. Hata developed formulas for Okumura’s
result therefore model is known as Okumura-Hata model and is easy to use in com-
puter systems [9]. Walfish and Ikegami [10, 11] proposed theoretical models that
considers additional characteristics of the urban environment: height of buildings,
width of roads, building separation, road orientation. Model is appropriate for sys-
tems with frequencies from 800 - 2000 MHz, distances of 20 to 5000m, effective
transmitter and receiver heights: 4 - 50m and 1 - 3m. Model requires information
concerning mean building height, road width and mean distance between build-
ings. Both models were extended under COST 231 project to adjust models to the
European specific conditions [6].

Problems with the experimental models is that the formulas are based on the
qualitative propagation environments (urban, suburban, rural) and they don’t take
into account differentiated infrastructure. Since the radio link is highly variable
over short distances, these models do not provide satisfying accuracy. Ground el-
evation, the exact height of buildings and spaces between them significantly influ-
ence radio wave propagation and none of the aforementioned model takes these
factors into account.

This paper shows how the Two-Ray Ground and the ITM model may be tuned
to approximate results obtained during the experimental setup of 869 MHz net-
work in Warsaw. The purpose of this study is to determine the propagation model
for urban environment as a tool for WSN network deployment. We carried out the
propagation measurements in the 869 MHz band to determine the realistic trans-
mission loss.

The remainder of the paper is organized as follows. Section 2. indicates some
difficulties in predicting radio wave propagation due to the physics of radio wave
propagation. Section 3. provides a brief description of existing tools and elevation
data formats that can be used for those applications. Section 4. describes the pro-
posed model, necessary data conversions and transformations as well as achieved
results. Concluding remarks and future work suggestions are provided in section 5.

2. The physics of propagation

The mechanisms of radio wave propagation are complex and diverse. There are
three basic propagation mechanisms: reflection, diffraction and scattering that at-
tributes to this complexity. Radio waves decrease in amplitude as they pass through
walls. As the radio frequency increases, the rate of attenuation increases - that is,
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the radio strength dies off faster, and the effect of passing through obstacles is much
greater.

Reflection occurs when a propagating radio wave impinges upon an obstruc-
tion with dimensions very large compared to the wave length. Some part of the
wave penetrates the obstacle (and refracts), the rest reflects from the surface. The
condition regarding the size of an obstacle is usually fulfilled when waves encounter
buildings, walls, mountains or simply the ground.

Diffraction occurs when the radio path between transmitter and receiver is ob-
structed by an impenetrable object. Secondary waves are formed behind the ob-
stacle even there is no Line-Of-Sight (LOS) between the transmitter and receiver.
This enables transmission even if there is no LOS which is very common in most
urban environments. Diffraction happens when a signal hits on the irregularities of
an obstacle, for example edges, corners.

Scattering occurs when the radio wave finds an object with dimensions that
are on the order of the wave length or less. Scattering follows the same physical
principles as diffraction, causes energy of wave to be radiated in many directions. It
is the mechanism that introduces the great amount of unpredictability. Lamp posts,
street signs, foliage of trees can scatter energy in many directions thereby disturb
predicted propagation. The copies are much weaker than the hitting signal.

These mechanisms have an impact on the received signal strength in different
distances from transmitter. If there is LOS path to the receiver, diffraction and
scattering shouldn’t dominate the propagation. Likewise, if there is no LOS to
the receiver diffraction and scattering will dominate the propagation. The signal
fluctuates when changing location because the received signal is a sum of many
contributions coming from different directions [4, 5, 12].

The multipath propagation is one of the major problem causing inaccuracy of
propagation models. Different frequency components of a signal are affected in
different degrees and waves. For short distances and dense urban areas the mul-
tipath propagation requires better models and taking into consideration lay of the
building and terrain.

3. RF propagation tools and elevation data

There are several existing applications for calculating radio propagation for
example: SPLAT, Radio Mobile, TAP, Matlab, OPNET. Only SPLAT and Radio
Mobile are available for free. Some of these applications use elevation data for
better map generation. In this section we describe the different, available eleva-
tion data format, which are commonly used in applications for radio propagation
prediction as well as applications that we used in further model development.
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3.1. Elevation data

Geographic Information System (GIS) is a system for acquisition, storage, pro-
cessing, analysis and sharing spatial information having a reference to the Earth’s
surface. There are two basic methods for spatial data representation, namely raster
and vector based. In raster method, area is divided into rows and columns, which
form a regular grid. Each cell within a grid contains location coordinates and an
attribute value. In some file formats, coordinates are determined by a cell position
in a file. Vector data is comprised of lines or arcs, defined by beginning and end
points. The most common representation of a map using vector data consist of
points, lines and polygons. We focused on three data formats: vector based - ESRI
and raster based - SRTM, BIL.

ESRI Shape Format [13] is a collection of file formats for vector data repre-
sentation developed by Environmental System Research Institute. The collection
consists of a set of compulsory and optional files. There are three mandatory files:
*.shp, *.dbf, *.shx. The *.shp file contains objects definition. Objects are rep-
resented by points, lines and polygons. *.dgn file allows attaching attributes i.e.
elevation, material, color, etc. *.shx is a shape index format - a positional index
of the feature geometry to allow seeking forwards and backwards quickly. ESRI
Shape Files provide the most accurate description of the area with information on
all objects, their mutual position and dimensions. These data are not available pub-
licly.

The Shuttle Radar Topography Mission (SRTM) [14] obtained elevation data
to generate high-resolution digital topographic database of Earth. SRTM at a 3
arc-second resolution (∼ 90m at the equator) are freely available for most of the
globe. Additionally, 1 arc second (∼ 30m at the equator) SRTM are available in
various formats for the continental United States. SRTM data are often distributed
in files with .hgt extension. SRTMv3 data is divided into squares with dimen-
sions of 1x1 degree, more precisely the side length is equal to 1.0083333 degree,
which makes squares lying next to each other overlap. Grid in every square is a
matrix of 1201x1201 signed shorts (requiring 2 bytes). Every cell has dimensions
∆ϕ = ∆λ = 3′′ = 0.00083333. The most outer data in each file overlap. Every
square is written in a binary file with .hgt extension. All binary files have identical
organization and size of 2 884 802 bytes, they contain no header or ending, only
raw data. The numbers in matrix are organized by row - the first row describes
points lying at the north. First digit in the first row is the most western one.

BIL files contain elevation data in the raster format. Values in matrix are orga-
nized in rows, like in .hgt files. .bil file contains no header. In addition to binary file
come two text files: .hdr and .blw. .hdr file contains basic information concerning
organization of data (Little Indian, Big Indian), number of columns and rows, co-
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ordinates of the left upper corner, horizontal and vertical distance between points.
In .blw file there are repeated information concerning coordinates of the left upper
point and horizontal and vertical distance between points. BIL files are available
for selected areas of United States. The resolution of data is about 1/9 degree that
is around 3 meters. Due to the full parametrisation through header files, theoretical
resolution is voluntary.

3.2. RF prediction software

From aforementioned propagation tools, we have chosen Radio Mobile and
Matlab to implement our model. We used Radio Mobile [15] to generate basic
propagation maps. These maps were tunned using Matlab.

Radio Mobile is dedicated to amateur radio and humanitarian use. It uses digi-
tal terrain elevation data for automatic extraction of path profile between transmitter
and receiver. Radio Mobile will determine if a radio link is Line-Of-Sight or not.
In case of LOS the Two-Ray Ground calculation is used. In case of an obstructed
path the Longley-Rice model (ITM) is applied. To evaluate LOS, the clearance of
the first Fresnel zone is determined. The elevation data is added to system to feed
the ITM radio propagation model. The main advantage of this program, in compar-
ison to others, is the ability to use elevation data in BIL format. Since we focus on
propagation over short distances, high resolution of input data was essential.

4. DUAS propagation model

Our propagation model DUAS (Dense Urban Area Simple propagation model)
is a three step algorithm: the preparation of elevation data, usage od free avail-
able software tools for generating preliminary grid of signal strength and the post-
processing of output data. We believe that using accurate elevation data is funda-
mental for improving prediction accuracy, especially for short distances and dense,
urban environment. Therefore we focused on models and tool enabling using of
such data.

A few tests with SRTM-3 showed us that the resolution of 90m is insufficient.
Simulation results obtained with the SRTM-3 data were significantly different from
measurements, especially for short distances between the transmitter and the re-
ceiver. The SRTM-3 data don’t give information concerning particular location of
buildings which results in high error of signal strength prediction. Only the BIL
format offers desired resolution, therefore we decided to use it along with Radio
Mobile - free software for modeling the wireless propagation channel. We pre-
pared tentative, simple map in BIL format with area covered by several buildings
and triggered generation process in Radio Mobile. Accomplished tests allowed
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noting, that Radio Mobile takes into account the clearance of the first Fresnel zone
and applies the Two-Ray Ground reflection model, otherwise the phenomenon of
building shadowing is visible. Reflection, refraction, scattering and diffraction are
not implemented in Radio Mobile, however we assumed that the post-processing
of output data from Radio Mobile would improve accuracy of signal strength pre-
diction.

4.1. Preparation of elevation data

In the beginning, we needed maps that would allow preparing BIL files in
the satisfying resolution, i.e. of the high accuracy. We have obtained files con-
taining the buildings locations along with their roof heights. Files are written in
SHP format and the location of objects is stored using Gauss-Krüger coordinate
system. This system is based on Gauss-Krüger projection, and it is intended for
high resolution maps (map scale 1:10000 and less). Gauss-Kruger projection is
a transverse Mercator map projection with tangential coincidence, here used with
3-degree zone. Transformation of SHP file to a grid, which we could use in the
BIL file, required two steps: transformation of coordinates to WSG-84 system and
generating grid in the required resolution. Transformation from Gauss-Kruger to
WSG-84 projection is complex, therefore approximate methods for the transforma-
tion were used. Grid was generated using MapWindow GIS [16], free extensible
geographic information application.

Grid file, generated with MapWindow GIS, contains invalid data regarding
altitude among buildings. Filling these empty areas with fixed value e.g. 80 meters,
decreases accuracy of land mapping and causes improper signal strength prediction.
Empty areas were filled using data from SRTM-3 files. Interesting area of Zoliborz,
district of Warsaw, is covered by bounding box with coordinates 52-53 degrees
northern latitude and 20-21 degrees eastern longitude which corresponds to one file
- N52E020.hgt, available online [17]. Low resolution and low accuracy of SRTM-3
data were reasons for regular distortions of wireless propagation, therefore SRTM-
3 data was averaged with higher resolution, corresponding to the resolution of BIL
file, to smooth edges of the map. Described transformation results are presented in
a final map in figure 1.

4.2. Modelling in Radio Mobile

We decided to use Radio Mobile, the free software tool, which simulates RF
propagation using the Two-Ray Ground and ITM model. Input data for Radio Mo-
bile are: BIL file with elevation data, prepared as described in previous subsection,
files with locations of transmitters (end-devices) and receivers (concentrators). Lo-
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Fig. 1. Elevation data after transformations

cations were defined in XML files along with information about address, coordi-
nates and height of device. Definition of single point is presented below:

<Placemark >
<name> Heroldow19 </ name>
< v i s i b i l i t y > 1 </ v i s i b i l i t y >
< P o i n t >

< e x t r u d e > 1 </ e x t r u d e >
< a l t i t u d e M o d e > a b s o l u t e </ a l t i t u d e M o d e >
< c o o r d i n a t e s > 2 0 . 9 3 0 0 5 , 5 2 . 3 0 3 4 6 , 1 1 9
</ c o o r d i n a t e s >

</ P o i n t >
</ Placemark >

Concentrators were installed on locally highest points of buildings’ roofs, their
coordinates were registered during installation. Due to the imperfections of all per-
formed transformations, these coordinates had to be corrected manually. Program
Radio Mobile doesn’t run in batch mode; generation of propagation map for each
concentrator had to be executed manually. The result of each program run is the
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propagation map and the output text file. Header of the output file contains in-
formation about localization and parameters of the concentrator. The body of the
output file contains the estimated signal strength value in every point of the map.
File resolution is user-defined.

Radio Mobile model parameters like antenna gain and type, sensitivity of re-
ceivers, attenuation and absorption constants and others have an influence on es-
timated signal strength value. Selection of appropriate parameters for the propa-
gation model required many generations of single propagation map. For parame-
terization we used measurement results between end-devices and concentrators in
Line-Of-Sight only. We observed that estimated signal strength value, for places
obscured by buildings, is significantly lower than measured signal strength. It is
because Radio Mobile doesn’t take into account the phenomena of radio waves re-
flections and diffractions among buildings, which is particularly important in built-
up areas. Further processing of Radio Mobile results, reduces difference between
estimated values and measurements.

4.3. Post-processing in Matlab

Basing on the results obtained with Radio Mobile, we implemented a mathe-
matical model to improve accuracy of prediction in build-up areas. Implementation
was accomplished in Matlab environment. At this stage we use also grid file for
Matlab with elevation data. This should be a text file, its resolution must be identi-
cal to the resolution of the output file form Radio Mobile. Grid file can be prepared
from BIL file used in previous task.

In order to improve the simulation model, completion of two steps was nec-
essary: identification of areas causing highest errors and suitable correction of es-
timated signal strength value. We verified that calculation of signal strength for
points without LOS, in dense urban areas, were encumbered with the highest error.
Considering methods for improving prediction accuracy in dense urban areas, we
wanted to preserve good prediction results in other areas. During implementation
we took into account several values, which we calculated for each point at the map:

1. Signal strength from Radio Mobile without any transformations,

2. Average value of signal strength (from 1) in a square with analysed point in
the center,

3. Average value of signal strength (from 1) in a square with analysed point in
the center, excluding values calculated on the buildings’ roofs,

4. Maximum value of signal strength (from 1) on the buildings’ roofs in a square
with analysed point in the center.
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Square’s side length for averaging ranged from 5 to 205 meters in tests. Every
aforementioned value was taken into consideration and added with various signifi-
cance.

After many tests we have chosen, for further calculations, two values. The first
one is the mean value in a square with analysed point in the center, without values
on the buildings’ roofs (no. 3), which corresponds to the LOS wireless propagation
and the Two-Ray Ground Model. The second value is the maximum value of a
signal on the buildings’ roof in a square with analysed point in the center (no. 4),
reduced by 20 dB, which corresponds to probable reflection phenomenon. If the
first value is greater then the second, the estimated signal is set with the first value.
Otherwise, estimated signal includes 20% of the first value and 80% of the second
value. Square’s side length for averaging was set to 55 meters. In dense urban
areas, where distances among buildings are less than 100 meters and buildings are
high (signal strength from the roof is high), maximum value of signal strength on
the building roof is included.

4.4. Model verification

During model parameterization, we evaluated model accuracy by calculating
Total Error defined as average of absolute error values, i.e. average of absolute
values of differences between measured and estimated signal strength indicators.

TotalError[dB] =

∑
n
|∆RSSI|

n

where n is the number of analysed connections.
∆RSSI (Received Signal Strange Indicator) is calculated as difference between

measured and estimated signal strength. Sign of ∆RSSI indicates tendencies of
false estimation - pessimistic or optimistic. The closer is the value of ∆RSSI to
zero, the better, however, a situation when we estimate lower level of signal strength
than we measure (pessimistic estimation) is more preferable, than vice versa.

Estimated values were compared with measurements performed in August and
September 2009 in Warsaw. We installed concentrators with highly sensitive an-
tennas on locally high roofs and end-devices with quarter-wave antennas on the
walls of buildings at the height of 2.5 meters. Radio range of all 57 concentrators
covered almost the whole area (19 km2) of Zoliborz, quarter of Warsaw territory.
Surroundings of Zoliborz are differentiated: housing estates with buildings up to
20 floors, residential districts, and green terrains.

Our model accuracy was evaluated by comparing signal strength values of 272
connections between concentrators and end-devices. The total error amounts to 8.5
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Fig. 2. ∆RSSI distribution for all analysed connections

dB for all analysed connections. Value of total error means that average error of
estimation is equal to 8.5 dB. ∆RSSI distribution is presented in figure 2.

High number of connections, where estimation error is 0, is a result of proper
prediction whether coordinator is not in the radio range of end-device. In our opin-
ion, total error is quite small and allows the model to be used for signal strength
estimation.

Estimation error of 8.5 dB is significant when end-device and concentrator are
a long way apart. In this case, estimation error of signal strength may cause wrong
assumption whether there is an active connection between end-device and concen-
trator or there is not. 217 from 272 analysed connections between end-device and
concentrator were active and 55 of them didn’t work during measurements. De-
pending on the estimated value of signal strength, we classified connections as:

• less than -109 dBm - no connection

• from -109 dBm to -103 dBm - possibly no connection

• from -103 dBm to -98 dBm - possibly active connection

• above -98 dBm - active connection

Quantities of connections classified to each category is presented in table 1.
Estimation error means that we wrongly assumed active (or possibly active)

connection between end-device and concentrator and there was no (or possibly no)
connection or vice versa. High estimation error means that we wrongly assumed
no connection and there was a connection (underestimation) or vice versa (overes-
timation). High overestimation and underestimation probabilities amount to 16.4%
and 18.0% respectively. Level of large errors is not so high and the model could be
used to predict existence of connections between wireless devices.
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hhhhhhhhhhhhhhhhhEstimations
Measurements

No connection Active connection

No connection 30 39
Possibly no connection 8 27
Possibly active connection 8 38
Active connection 9 113
Sum 55 217
Estimation error [%] 30.9 30.4
High estimation error [%] 16.4 18.0

Table 1. Quantities of classified connections

5. Conclusions

The RSSI measured by the concentrator mostly depends on the distance be-
tween end-device and concentrator. The range of devices in the 869 MHz 500 mW
band with LOS path reaches up to 5 kilometers, but it decreases to 1000-1500 me-
ters in dense urban area and RSSI is highly variable. RSSI in dense urban areas
is hard to predict because of the growing importance of propagation mechanisms:
reflection, diffraction, and scattering. There are several applications and models for
calculating radio propagation, but they don’t predict RSSI with satisfying accuracy
in dense urban areas.

Using accurate elevation data is the proper method to improve RSSI prediction
accuracy, especially for short distances and dense urban areas. Our model DUAS
uses SHP and SRTM-3 maps as input data, Radio Mobile application for generating
preliminary grid of signal strength and Matlab environment for further processing.
Average error of RSSI estimation amounts to 8.5 dB, therefore the model can be
used for signal strength estimation. This quite small average error allows us to
predict existence of active wireless connection between end-device and concentra-
tor with overestimation and underestimation probabilities amounting to 16.4% and
18.0% respectively.

References

[1] ITU page on definitions of ISM bands. http://www.itu.int/ITU-
R/terrestrial/faq/index.html

[2] Szostka, J.: Anteny i fale. Wydawnictwa Komunikacji i Lacznosci, WKL
(2006)



417

[3] Wesolowski, K.: Systemy radiokomunikacji ruchomej. Wydawnictwa Komu-
nikacji i Lacznosci, WKL (2003)

[4] Basagni, S., Conti, M., Giordano, S., Stojmenovic, I., eds.: Mobile Ad Hoc
Networking John Wiley & Sons, Inc., New York, NY, USA (August 2004)

[5] Goldsmith, A.: Wireless Communications. Cambridge University Press, New
York, NY, USA (2005)

[6] COST 231 Final Report. http://www.lx.it.pt/cost231/final-report.htm

[7] Description of the ITM/Longley-Rice model.
http://flattop.its.bldrdoc.gov/itm.html

[8] Y. Okumura, E. Ohmori, T.K., Fukuda, K.: Field strength and its variability in
VHT and UHF land-mobile radio service. In: Rev. Elec. Comm. Lab. (1968)
825–878

[9] Hata, M.: Empirical formula for propagation loss in land mobile radio ser-
vices. In: IEEE Transactions of Vehicle Technology. (1980)

[10] Walfish, J., Bertoni, H.: A theoretical model of UHF propagation in urban
environments. In: IEEE Transactions on Antennas and Propagation. (1988)
1788–1796

[11] Ikegami, F., Y.S.T.T., Umehira, M.: Propagation factors controling mean field
strength on urban streets. In: IEEE Transactions on Antennas and Propaga-
tion. (1984) 822–829

[12] Lin, S., Costello, D.J.: Error Control Coding, Second Edition. Prentice Hall
(April 2004)

[13] ESRI shapefile technical description.
www.esri.com/library/whitepapers/pdfs/shapefile.pdf

[14] Shuttle Radar Topography Mission. www2.jpl.nasa.gov/srtm/

[15] Documentation for Radio Mobile. http://radiomobile.pe1mew.nl/?Welcome...

[16] MapWindowGIS official site. http://www.mapwindow.org/

[17] Shuttle Radar Topography Mission, file repository.
http://dds.cr.usgs.gov/srtm/version2-1/SRTM3/Eurasia/



418



 

HET-NETs 2010 

ISBN 978-83-926054-4-7 

pp. 419 – 428 

 

 

 

 

Self healing in wireless mesh networks by channel switching 

 

KRZYSZTOF GROCHLA   KRZYSZTOF STASIAK
 

 

Proximetry Poland Sp. z o.o. 

Katowice, Al. Rozdzieńskiego 91 

{kgrochla|kstasiak}@proximetry.pl  

 

 

Abstract: The wireless mesh networking is a technology for building very reliable and self-

organizing wireless networks. The self-healing algorithms in mesh networks provide functions to 

automatically adapting and repairing the network in response to failures or other transmission problems. 

In this paper we present a novel algorithm for automatic channel switching in wireless mesh network, 

which helps to react to the interferences blocking the data transmission. The link state is constantly 

monitored using received signal strength (RSSI) and bit error rate. When problems are perceived one of 

the nodes starts the channel switching procedure and other mesh nodes follow it by monitoring the 

packed received from non-orthogonal channels. The method is discussed in detail, together with some 

results of measurements of sample implementation on OpenWRT platform. 

Keywords: wireless mesh networks, reliability, self-healing, channel assignment. 

 

 

1. Introduction 

 
For the last few years we have been experiencing a rapid growth of interest in 

mobile ad-hoc networking. The wireless mesh networks, comprised of nodes with 

multiple radio interfaces routing the packets, are a promising technology for 

example for broadband residential internet access or to provide connectivity to 

temporal events. Wireless mesh networks (WMNs) consist of mesh routers (nodes) 

and mesh clients, where mesh routers have minimal mobility and form the backbone 

of WMNs [1]. They provide network access for both mesh and conventional clients. 

The links in WMN may use single or multiple wireless technologies. A single mesh 

node may be equipped with one or multiply wireless interfaces. A WMN is 

dynamically self-organized and self-configured, with the nodes in the network 

automatically establishing and maintaining mesh connectivity among themselves 

(creating, in effect, an ad hoc network). This feature brings many advantages to 
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WMNs such as low up-front cost, easy network maintenance, robustness, and 

reliable service coverage. 

In order to simplify network deployment, the autoconfiguration procedures 

providing automatic network start-up with minimum manual configuration of the 

nodes are increasingly important [5]. To maximize the utilization of radio resources 

the efficient algorithms to select optimal channel to the current radio propagation 

condition are required [2]. The algorithms to manage quality of service resources 

reservation allows greatly increase the usability of the network. All these algorithms 

are being developed within the EU-MESH project [3], which aims to create novel 

configuration procedures, resource management, QoS routing, mobility support and 

self-healing algorithms that achieve efficient usage of both the wireless spectrum 

and fixed broadband access lines. In this paper we try to extend these algorithms by 

self-healing procedures providing the network methods to automatically react to 

interferences in data transmission.  

The self-healing procedures inside the mesh network provide methods for 

repairing the network connectivity in response to failures or interferences. They 

should continuously monitor the state of the network and reconfigure the wireless 

interfaces when misbehaviour is detected. 

The self-healing actions may be executed on two levels: 

• locally on mesh node, 

• centrally, on the network management server.  

In this paper we concentrate on locally executed actions. The locally executed 

actions allow for very fast reaction to communication problems. The agent working 

on mesh device constantly monitors the required parameters and statistics of a mesh 

node. When an anomaly is detected a local repair action may be triggered. The 

actions are executed in distributed manner on the mesh nodes, without global 

coordination and without execution of communication protocol. We have developed 

the distributed actions for channel switching. 

The self-healing action limit the total cost of ownership and minimize the time 

when the network is not operational, by performing automatic reconfiguration of the 

network in response to failures or lower network performance. The drop of 

performance is often caused by interferences, especially in unlicensed bands where 

many other devices may transmit on the same channels. Most of the works related 

to interferences in WMN take them into account as a part of routing metric – see 

e.g. [6], [7], unfortunately this method does not allow to avoid the interferences by 

reconfiguration of the devices – the traffic will be rerouted using another links. 

Another common method is to use channel assignment algorithm for selecting 

channels which experience low interferences [8] [9]. This provides methods for 

selecting optimal channel for the wireless links, but typically the channel 

assignment algorithm works periodically and the interferences may appear at any 
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moment of the transmission. In this work we try to join the approach of interference 

aware channel selection with monitoring of the link quality to provide automatic, 

local procedure to change the channel when interferences appear. 

In this work we concentrate on the wireless mesh networks build of devices 

having multiple IEEE 802.11 b/g interfaces. The solution has been implemented 

and tested on Mikrotik Routerboard RB532 devices with OpenWRT Linux 

software installed. We assume that the mesh nodes and antennas are fixed. In 

such network the radio signal propagation changes mainly due to some 

interferences e.g. by neighbouring transmission in overlapping frequencies or by 

change in the physical signal propagation conditions e.g. by appearance of new 

obstacle on the link. 

 

2. Triggering the self-healing action 

 

The self-healing procedures are able to repair the mesh network. However 

before start of the repair the decision when start the self-healing action should 

take place must be made. In classic, manually managed mesh network both this 

decision and the repair action is performed manually by network operator. In the 

mesh networks the devices should trigger the automatic repair action when the 

network does not perform as good as it used to or as good as it should. The signal 

to trigger the action will come from the observation of the network performance. 

We propose that the self-healing actions are triggered in three cases: 

• when failure of some of the network elements is observed, 

• when the observed performance is lower than the typical for this 

network, 

• when the observed performance is lower than preconfigured threshold. 

The statistics representing the current performance of the mesh network needs 

to be compared not only to the preconfigured values, but also to values 

representing the observed average performance. The self-healing action will be 

triggered not only when the observed value is worse than the preconfigured 

threshold, but also when it is worse than the low-pass filtered value. 

 
2.1 Detection of the link quality degradation 

 

The goal is to use algorithms for detecting rapid drop in the wireless link 

quality. The detection is later used as a trigger for wireless mesh network 

management procedures to perform a self-healing action.  

To detect the drop of link quality the constant monitoring of received signal 

strength must be performed. The monitoring module must collect the data 

reported by the network interface card driver, analyze the quality of the received 
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signal and apply some filtering or other methods of statistical analysis. The 

output of this module is a binary value – 1 if the quality of the link remains 

stable, 0 otherwise. 

The Linux wireless network drivers use Received Signal Strength Index as 

a value representing the received radio signal strength (energy integral, not the 

quality). In an IEEE 802.11 system RSSI is the received signal strength in 

a wireless environment, in arbitrary units. RSSI can be used internally in 

a wireless networking card to determine when the amount of radio energy in the 

channel is below a certain threshold at which point the network card is clear to 

send (CTS). Once the card is clear to send, a packet of information can be sent. 

The end-user will likely observe an RSSI value when measuring the signal 

strength of a wireless network through the use of a wireless network monitoring 

tool like Network Stumbler. 

In MadWiFi, the reported RSSI for each packet is actually equivalent to the 

Signal-to-Noise Ratio (SNR) and hence we can use the terms interchangeably. 

This does not necessarily hold for other drivers though. This is because the RSSI 

reported by the MadWiFi HAL is a value in dBm that specifies the difference 

between the signal level and noise level for each packet. Hence the driver 

calculates a packet's absolute signal level by adding the RSSI to the absolute 

noise level. In general, an RSSI of 10 or less represents a weak signal although 

the chips can often decode low bit-rate signals down to -94dBm. An RSSI of 20 

or so is decent. An RSSI of 40 or more is very strong and will easily support both 

54MBit/s and 108MBit/s operation. 

The RSSI may fluctuate over time and very short interferences may cause 

a rapid change in RSSI value, which does not mean link breakage. To 

successfully detect the link loss some kind of low pass filter must be used, to 

ignore very short fluctuations of RSSI and do not trigger false detections. On the 

other hand, whenever the link quality goes down for a period of few seconds it is 

certainly the situation which should be detected.  

We evaluated 3 simple methods to monitor the RSSI values and trigger the 

decision, whenever the link quality drop has appeared: 

• threshold value on simple moving average, 

• result of subtraction between short and long simple moving averages, 

• a modified moving average. 

The link quality degradation triggers the action, which is run as a procedure 

on the mesh devices which reconfigures the node according to some 

preconfigured parameters. 
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2.2.1 Simple moving average 

 

This formula uses averaging window aw. This widow contains latest RSSI 

values from aw periods. Average from this value is compared with current value 

of RSSI. At time k anomaly is detected if the percentage of change of the current 

RSSI value exceeds threshold value h. 
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where 

aw   - size of the averaging window, 

RSSIi - value of the RSSI at time equal to i 

Simple moving average filters values which have random character in 

window aw. As a result we get average level of RSSI value. Comparing 

calculated moving average with current RSSI value we can get information about 

rapid RSSI changes. Unfortunately, when the decrease of RSSI value has an 

impulse character it may be misdetected by this algorithm. The size of the 

averaging window is a parameter of the algorithm and can be tuned to provide 

lower or higher cutoff frequency of the filter.  

 
2.2.2 Result of subtraction between short and long simple moving averages 
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This formula uses a two simple moving average. ML – is a long simple 

moving average. MS is a short simple moving average it uses much smaller 

averaging window.  Anomaly is detected when MS is less than h percentage of 

MS value.  The anomaly detecting formula reacts slower than simple moving 

average in case of RSSI value changes. 

  



424 

 

2.2.3 Modified moving average  

 

We propose to use a modified moving average formula to simplify computing 

of the values. With these formulas there is no need to have cyclic buffer for latest 

value of RSSI. Only average if short and average of long modified moving 

average should be remembered. 
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2.3 Implementation of the monitoring module  

 

The proposed monitoring solution was implemented in Linux on OpenWRT 

platform. It consist of userspace program that periodically reads the RSSI from 

the MadWIFI driver by IOCTL exchange and online or offline processing tool 

that analyzes the RSSI values and generates the signal of link loss. In case of 

online processing the values are passed directly to another process realizing the 

monitoring. For offline processing the RSSI are written to text file on the device 

filesystem. Both these programs were implemented in C. 

 
3. The channel switching in response to failures 

 

     The self–healing of the link quality by channel switching algorithm may seem 

very simple: if the link quality degradation is detected try to switch to other 

channel, as probably the interferences there are lower than on current one. 

Unfortunately, the channel switching must be performed on all nodes using the 

same link simultaneously to sustain the connectivity. In wireless mesh network 

based on IEEE 802.11 radios a single link may join two or more wireless 

interfaces, using the same channel and ESSID. There are two possible solutions: 

centralized or distributed. In centralized solution a single point in the network 

reconfigures all the nodes using management protocol. In distributed algorithm 

information about the channel change may be triggered by any node and is 

gathered from the network state or transmitted by a protocol to all other nodes. 
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Fig. 1. Channel switching - general algorithm block diagram 

 
2.1.1 Repair channel selection 

 

In both the distributed and centralized solution the first step after detection of 

the link quality degradation is to select to which channel the link should be 

switched. This algorithm is run on the node that detects and triggers the change. 

To limit the time required to select the channel there is no additional scanning 

before the channel selection. The algorithm does not use the information about 

channel utilization reported by the interface driver (MadWIFI), because in the ad-

hoc mode usually used in mesh networks these information is not reported 

correctly and for the infrastructure mode networks it requires background 

scanning which can be only performed on the client devices. 

For the IEEE 802.11 b and g networks there are only 3 orthogonal channels 

available. The standard defines 13 channels each of width 22 MHz but spaced 

only 5 MHz apart. It is recommended that two networks on the same area should 

not use overlapping channels – the distance between them should be at least 5. 

However when the distance between the channels is greater than 3 the 

interferences are small. The algorithm takes, as a starting point, current channel 

and selects a channel which at least with distance of 3. The direction at which the 

channel is selected depends on the current channel and previous channel 

switching. When the current channel is lower than 7 the higher channels are 

selected, when it is greater or equal 7 higher one is chosen. If the channel change 

has already been started within some time in the past the channel is selected to be 

in the same direction as before. 
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4. Performance evaluation of the local channel switching algorithm 

 

The tests of the channel switching algorithm have been performed in the 

Proximetry laboratory. Two Mikrotik routerboard RB532 devices were used as 

a source and sink for the traffic, third device was used to generate the 

interferences. The interferences were generated by sending as much packets as 

the MAC layer allowed on a channel next to the channel used for transmission. 

To flood the channel with the transmission the ACK messages on the MAC layer 

has been disabled. The iperf [4] program was used to generate the traffic. The 

source was configured to transmit 1MBit of data per second. The IEEE 802.11g 

frequencies were used. The data transmission started at channel 2, the 

interferences were generated at channel 1. 

1

Interference generation

2

 
Fig. 2. Laboratory installation for evaluation of channel switching algorithm 

 

As a first test a measurement of traffic without the channel switching has 

been done. The UDP protocol was used during the experiment. The interferences 

were generated starting from the 55s of the transmission. After start of the 

interference generation almost no packet could be received correctly. 

 

 
Fig. 3. Measurements of data rate in presence of interferences (bitrate in time) 
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The next test was executed in the same conditions, but the local channel 

switching algorithm was enabled. The interferences were generated starting from 

52
nd

 second of the transmission. The self-healing mechanism requires few 

seconds to detect the interference and start the channel switching procedure. As 

can be seen on the 0 the algorithm was able to restore the full throughput of the 

transmission within 6-7 seconds. The data transmission was switched to 

channel 7. Unfortunately during the experiment we have experienced also a false 

detection and the channel switch procedure was initiated at 62s of the 

transmission, which temporary brought back the transmission to frequencies that 

were subject to interferences. This situation was repaired within short time 

period. 

 
Fig. 3. Data rate with self-healing channel switching algorithm enabled (bitrate in time) 

 

5. Summary 

 

The presented channel switching algorithm provides quick and easy to 

implement function to automatically repair the connectivity between nodes in 

reaction to interferences. The sample implementation was presented, together 

with measurements evaluating the time required to switch the channel. 
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Abstract: The article presents an analytical model of wireless networks using the IEEE 802.11
protocol to access the transport medium. The model allows to determine such key factors of the
quality of service as transmission delays and losses. The model is basedon diffusion approximation
approach which was proposed three decades ago to model wired networks. We show that it can be
adapted to take into consideration the input streams with general interarrival time distributions and
servers with general service time distributions. The diffusion approximation has been chosen because
of fairly general assumptions of models based on it, hard to be represented in Markov models. A
queueing network model can have an arbitrary topology, the intensity of transmitted flows can be
represented by non-Poisson (even self-similar) streams, the servicetimes at nodes can be defined
by general distributions. These assumptions are important: because ofthe CSMA/CA algorithm,
the overall times needed to sent a packet are far from being exponentially distributed and therefore
the flows between nodes are non-Poisson. Diffusion approximation allows us also to analyse the of
transient behaviour of a network when traffic intensity is changing with time.

Keywords: Diffusion approximation; Queueing network models; Distributed coordination
function; CSMA/CA; IEEE 802.11 protocol.
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1. Introduction

The traffic transmitted by wireless networks has become more and more im-
portant, hence the performance and QoS issues of these networks should be care-
fully studied. The performance of IEEE 802.11 standard for wireless networks,
its Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) scheme
with exponential backoff mechanism and its variants used to support asynchronous
transfers, were thoroughly studied either analytically or by simulation e.g. in
[15, 4, 2, 22, 26, 27]. The studies usually refer to the limit high traffic condi-
tions. The relationships among throughput, blocking and collision probabilitiesare
obtained, often with the use of a discrete-time Markov chain and then the perfor-
mance of the backoff mechanism is studied.

Here, we propose a model which allows us to study not only the throughput
of nodes using IEEE 802.11 standard, but also predicts the queue distributions at
each node of the studied network, as well as waiting times distributions – hence
the-end-to-end delays – and the loss probabilities due to the buffer overflows.

The model is based on the diffusion approximation which is a classical mod-
elling method developed in 70-ties [12, 13] to study the performance of wirednet-
works. The model is a typical queueing network one, where service stations repre-
sent nodes, service times represent the time needed to send a packet andqueues at
stations model the queues of packets at nodes. Once we obtain the queue distribu-
tion, we may also predict the waiting time distribution and the probability that the
queue reaches its maximum value which approximates packet loss probability due
to a saturated buffer.

The method can be used to model networks composed of a large number of
nodes, e.g. mesh networks. It also allows the analysis of transient states occurring
because of time-dependent traffic intensity or because of the changes inthe network
topology.

The main contribution of the article is a discussion how the CSMA/CA scheme
with exponential backoff mechanism can be incorporated in this model and show-
ing how the new model can be solved numerically.

The article is organised as follows. Section 2. recalls the principles of standard
diffusion approximation model applied to a single station with limited queues with
general independent distributions of interarrival and service times, i.e.the G/G/1/N
queue. Both steady state and transient state solutions are given. The transient
state model was proposed previously by the authors, [6, 7]. Section 3. presents
the diffusion approximation model of a single node using CSMA/CA scheme with
exponential backoff mechanism. Section 4. shows how the entire network of nodes
with arbitrary topology can be solved. Some numerical examples are given.
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2. Diffusion model of a G/G/1/N station

Let A(x), B(x) denote the interarrival and service time distributions at a ser-
vice station. The distributions are general, but not specified, and the method re-
quires only their first two moments. The means areE[A] = 1/λ, E[B] = 1/µ
and variances are Var[A] = σ2

A, Var[B] = σ2
B. We also denote squared coeffi-

cients of variation asC2
A = σ2

Aλ2 andC2
B = σ2

Bµ2. N(t) represents the number of
customers present in the system at timet.

As we assume that the interarrival times are independent and identically dis-
tributed random variables, hence, according to the central limit theorem, thenum-
ber of customers arriving at the interval of lengtht (sufficiently long to ensure
a large number of arrivals) can be approximated by the normal distribution with
meanλt and varianceσ2

Aλ3t. Similarly, the number of customers served in this
time is approximately normally distributed with meanµt and varianceσ2

Bµ3t, pro-
vided that the server is busy all the time. Consequently, the changes ofN(t) within
interval [0, t], N(t) − N(0), have approximately normal distribution with mean
(λ − µ)t and variance(σ2

Aλ3 + σ2
Bµ3)t.

Diffusion approximation [23, 24] replaces the processN(t) by a continuous
diffusion processX(t). The incremental changes ofX(t), dX(t) = X(t + dt) −
X(t) are normally distributed with the meanβdt and varianceαdt, whereβ, α are
the coefficients of the diffusion equation

∂f(x, t; x0)

∂t
=

α

2

∂2f(x, t; x0)

∂x2
− β

∂f(x, t; x0)

∂x
(1)

which defines the conditional pdf ofX(t)

f(x, t; x0) = P [x ≤ X(t) < x + dx | X(0) = x0].

Both processesX(t) andN(t) have normally distributed changes; the choice
β = λ−µ, α = σ2

Aλ3+σ2
Bµ3 = C2

Aλ+C2
Bµ ensures the same ratio of time-growth

of mean and variance of these distributions. The density of the diffusion process
approximates the distribution ofN(t): p(n, t; n0) ≈ f(n, t; n0), and in steady state
p(n) ≈ f(n).

More formal justification of diffusion approximation is in limit theorems for
G/G/1 system given by Iglehart and Whitt [16, 17], but only for nonstationary
processes.

The processN(t) is never negative, henceX(t) should be also restrained to
x ≥ 0. A simple solution is to put areflecting barrieratx = 0 [19, 20].

The reflecting barrier excludes the stay at zero: the process is immediately
reflected, therefore this version of diffusion with reflecting barrier is a heavy-load
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approximation. This inconvenience can be removed by the introduction of another
limit condition atx = 0: a barrier with instantaneous (elementary) jumps[12].
When the diffusion process comes tox = 0, it remains there for the time exponen-
tially distributed with a parameterλ0 and then it returns tox = 1. The time when
the process is atx = 0 corresponds to the idle time of the system.

In the case of a queue limited toN positions, the second barrier of the same
type is placed atx = N . Coming to the barrier atx = N , the process stays there for
a time corresponding to the period when the queue is full and incoming customers
are lost and then, after the completion of the current service, the process jumps to
x = N − 1. The model equations become [12]

∂f(x, t; x0)

∂t
=

α

2

∂2f(x, t; x0)

∂x2
− β

∂f(x, t; x0)

∂x
+

+ λ0p0(t)δ(x − 1) + λNpN (t)δ(x − N + 1) ,

dp0(t)

dt
= lim

x→0
[
α

2

∂f(x, t; x0)

∂x
− βf(x, t; x0)] − λ0p0(t) ,

dpN (t)

dt
= lim

x→N
[−α

2

∂f(x, t; x0)

∂x
+ βf(x, t; x0)] − λNpN (t) , (2)

whereδ(x) is Dirac delta function.
The steady-state solution of the above equations is given in [12], and the

transient-state solution in [6, 7].
This transient solution ofG/G/1/N model assumes that the parameters of

this model are constant. If they are evolving, as it is in the case of time-dependent
input rate, we should define the small time-periods where they can be considered
constant and solve diffusion equation within these intervals separately. A transient
solution obtained at the end of an interval serves as the initial condition for the
next interval. We used this approach in several particular models, recently e.g. in
[8, 9, 10] and we know it is stable numerically.

3. Diffusion model of a G/G/1/N station with CSMA/CA scheme and
exponential backoff mechanism

In IEEE 802.11 networks the nodes use Carrier Sense Multiple Access with
Collision Avoidance (CSMA/CA) scheme in the MAC layer. A CSMA protocol
works as follows: a station desiring to transmit senses the medium, if the medium
is busy (i.e. some other station is transmitting) the station will defer its transmission
to the later time, if the medium is sensed free then the station is allowed to transmit.
The 802.11 standard extends this algorithm by positive acknowledge scheme – the
receiver acknowledges the successful reception of a frame; the receipt of the ACK
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will notify the transmitter that no collision occurred. When a collision occurs, the
station waits for a random period of time. The exponential backoff algorithmis
used to resolve contention: every time a station detects a collision or finds the
channel busy, it will increase the top limit of random waiting time twice. In [27]
a discrete-time Markov chain is given, describing this access policy and used to
obtain the state probabilities, finally giving the station throughput in the case of
heavy traffic. Below we consider the same sequence of events to define the random
variableTo – the overall (total) time needed to transmit a packet. Its mean value
and the coefficient of variation will represent the service time in the approximation
diffusion model.

Let us denote:
Ts — successful transmission time of one packet when a station gets the accessto
the channel and no collision occurs,
Tc — time of a packet transmission failed due to a collision,
Wi — the duration ofi-th exponential backoff, i = 1, 2, . . . 6, counted in time-
slots, each of a fixed sizeTslot

Ni — the maximum number of steps to go through duringi-th exponential backoff,
N1 = 32, . . . N6 = 1024,
pb — blocking probability, the probability that the channel is seen as occupied,
pc — collision probability, the probability that a started transmission fails.

Ts andTc depend on the length of a packet, the speed of a link and the duration
of additional operations defined by the standard, cf e.g. [27]. For example, if the
packet length is 50, 500 or 1500 bytes with equal probability1/3, the link bit
rate isD = 54 Mbit/s, the short interframe space SIFS =10 µs, the distributed
interframe space DIFS =50 µs, and the slot timeTslot = 20µs then E[Ts] =
173 µs, V ar[Ts] = 8059 (µs)2 giving C2

Ts
= 0.269. Similarily, E[Tc] = 158 µs,

V ar[Tc] = 8059 µs2, C2
Tc

= 0.323.
During a backoff, at each time slot the availability of the channel is checked

and with probability1 − pb – which is considered constant in this model – the
number of time slots remaining to the end of the backoff is decreased by one or, with
probabilitypb, it does not change. Hence, the duration of a step is a geometrically
distributed random variableX with the ratepb having mean and variance

E[X] =
1

1 − pb
, Var[X] =

pb

(1 − pb)2
. (3)

The durationWi of the wholei-th backoff which consists ofN steps, each of
random durationX, whereN has the uniform distribution between 1 andNi, as
the sum of identically distributed independent random variables, is definedby a
compound distribution. The Laplace transform̄fWi

(s) of its probability density
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functionfWi
(x) has the form

f̄Wi
(s) =

Ni
∑

i=1

[f̄X(s)]npi[n],

wherepi(n) = 1/Ni, and can be seen as thez-transformN(z) of the distribution of
random variableN , see e.g. [18, 11]. That allows us to determine the distribution
of Wi and, in particular, to determine its mean and variance as

E[Wi] = E[Ni]E[X], Var[Wi] = E[Ni]Var[X] + E[X]2Var[Ni]
2.

We can also study the distribution of the backoff time using random walk for-
malism: the random walk starts at the pointx0 = N and goes to the absorbing
barrier atx = 0; the way to obtain the distribution of this time is given in [5]. We
can even approximate this distribution using the diffusion process itself, using the
first passage time density functionγx0,0(t) introduced in the previous section

γx0,0(t) = lim
x→0

[
α

2

∂

∂x
φ(x, t; x0) − βφ(x, t; x0)] =

x0√
2Παt3

e−
(x0−|β|t)2

2αt .

Here, the diffusion process approximates the random walk fromx0 to 0 and its
parametersα, β represent the mean and variance of this walk, hence they should
be taken as

β =
pb − 1

Tslot
and α =

1 − pb

Tslot
−

(

pb − 1

Tslot

)2

.

Then these distributions, computed for a fixed staring pointx0, are taken with the
probabilities of the starting point.

The graph presented in Fig. 1 shows all possible sequences of events with ran-
dom variablesTs, Tc, Wi contributing to the duration ofTo and their probabilities.
The term(1 − ̺) says that two consecutive packets cannot be sent immediately
one after another. Note thatTo is the transmitter occupation time and not the time
necessary for a succesful transmission because the case of a packet rejection is also
taken into account. We may representTo as a sumTo = a1Ts + a2Tc +

∑6
i=1 biWi

where the coefficientsai, bi come from the graph and compute its mean value
E[To] = a1E[Ts]+a2E[Tc]+

∑6
i=1 biE[Wi] and variance Var[To] = E[T 2

o ]−E2[To].
The mean emission time is determined as the total mean time the link is occu-

pied by the emission of one packet,E[Te] = E[Ts] + E[mi]Tc whereE[mi] is the
mean number of collisions occurred, and the probability that the station is emitting
is pe = E[Te]/E[To]. The probability that the channel is seen busy by a station
readspb = 1 − (1 − pe)

(k−1), wherek is the number of stations competing to the
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Fig. 2: left: The changes of the mean queue due to the changes of traffic intensity and following them the changes
of blocking and collision probabilities, on horizontal axis time in milliseconds. right: Probability that the queue
is saturated as a function of time in milliseconds.

channel, and the collision probability equalspc = pb · pe. We need an iterative
procedure to determine these probabilities.

Example 1
Let us consider three nodes using the same channel and having identicalparam-
eters. The input stream intensity of each node isλ = 200 packets per second,
C2

A = 1 (input stream is Poisson),µ = 1/To = 4904 packets per second,
C2

B = 1.28. These service time parameters correspond to previously computed
E[Ts] = 173 µs with C2

Ts
= 0.269 and E[Tc] = 158 µs, C2

Tc
= 0.323 and

pb = 0.105, pc = 0.044. At time t = 75 ms the transmitted flow rises at stations
to λ = 700 packets/s,C2

A = 1, the blocking and collision probabilities change
to pb = 0.399, pc = 0.235, and service parameters becomeµ = 1768 packets/s,
C2

B = 8.574. The maximum size of the queue is assumed 50.

The changes of the mean queue length and of the probability of queue sat-
uration are displayed in Fig. 2. Fig. 3 displays steady state queue distributions
given by the diffusion model in case of various traffic intensitiesλ = 100 . . . 1000
packets per second.

Fig. 4 compares the queue length distributions in case ofλ = 300 packets/s
andλ = 800 packets/s, given by the diffusion model and by a detailed simulation
model programmed in OMNET++ [25] and including all details of the CSMA/CA
scheme and exponential backoff mechanism. We see that the distributions are very
similar for a weak load and start to differ when the load is more significant. We
suppose that one of the reasons of these divergences is the assumptionof constant
blocking probabilitypb in the model, while in fact it is a heavily autocorrelated
variable.
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4. Open network of G/G/1/N queues

The diffusion steady state model of an open network of G/G/1 or G/G/1/N
queues was presented in [13]. Below we present its short summary. LetM be the
number of stations, the throughput of stationi is, as usual, obtained from traffic
equations

λi = λ0i +
M
∑

j=1

λjrji , i = 1, . . . , M, (4)

whererji is the routing probability between stationj and stationi; λ0i is external
flow of customers coming from outside of the network.

The second moment of interarrival time distribution is obtained from two sys-
tems of equations; the first definesC2

Di, the squared coefficient of variation of in-
terdeparture times distribution at stationi, as a function ofC2

Ai andC2
Bi; the second

definesC2
Aj as another function ofC2

D1, . . . ,C2
DM , see details in [13].

In case of a wireless network we should additionaly determine for each node
i the setIi = {i1, . . . ini

} of neighbouring stations influencing the transmission at
stationi, and compute iteratively the blocking and collision probabilities for each
station; having the first moments of interarrival and service time distribution wecan
apply to each station the single station model from the previous section. In case of
transient state models the whole task should be repeated at small time intervals and
the solution of the network model (queues distributions, flow parameters) obtained
at the end of an interval is used at the beginning of the next one.

Example 2
Let us consider 3 stations in line: traffic coming to the first station with intensity
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λ1 goes then to the second station and leaving it is directed to the third one. All
stations communicate through the same channel and mutually interfere. We do not
consider any other traffic, hence the traffic intensity at all stations is similar,we
should only subtract the packets lost at each queue from the flow trespassing the
stations. The buffer size admits up to 50 packets queued at each station.

The traffic intensity coming to the first station is changed in the similar way
as in Example 1, i.e. at the first periodλ1 = 200 packets/s,µ = 4904 packets/s,
C2

A = 1, C2
B = 1.28, the service time parameters correspond topb = 0.105, pc =

0.044. Then att = 75 ms the transmitted flow rises toλ1 = 700 packets/s,C2
A = 1,

andpb = 0.399, pc = 0.235, hence the service parameters take valuesµ = 1768
packets/s,C2

B = 8.574. In computations we neglect the time-dependent changes of
the blocking and collision probabilities, although they might be computed for each
time moment; here we assume that they change instantly att = 75 ms.

Fig. 5 presents the dynamics of the changes of the mean queue length at three
stations and the intensities of flows leaving each station and given by the diffusion
model, compared to the changes of the input traffic at the first station.

Example 3
The network topology is the same as in the previous example. The nodes are ini-
tially empty. Att = 0 the traffic ofλ1 = 500 packets/s reaches the first station. We
assume the same values ofE[Ts] = 173µs, with C2

Ts
= 0.269 andE[Tc] = 158µs,

C2
Tc

= 0.323 as previously. After a transition period the service at each station
reaches the valuesµ1 = 3666, µ2 = 2844, µ3 = 2320, C2

B1
= 2.4, C2

B2
= 7.767,

C2
B3

= 15.76, the channel blocking probability becomespb = 0.271, and collision
probability seen by stations ispc = 0.101. The dynamics of mean queue lengths
and the changes of the squared coefficients of variation of interarrival times at each
station are presented as the function of time in Fig. 6.

5. Conclusions

We believe that the diffusion approximation is one of most flexible and general
approaches in queueing theory. Here we show how it can be used in modelling and
performance analysis of wireless networks based on IEEE 802.11 protocol. In
the article we emphasise the possibility of the analysis of transient states which is
very rare in classical queueing models. The possibility to assume in the model the
input streams with general interarrival time distributions and servers with general
service time distributions gives us the means to represent easily way the whole
Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) scheme with
exponential backoff mechanism inside the queueing model. The numerical results
and some of their validations with detailed discrete event simulation indicate that
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the errors of the approach stay in reasonable range, although they aremuch larger
than in the case of simple G/G1/N models. Therefore further analysis is needed.
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