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Abstract

Despite signi�cant advancements in green IoT design frameworks aimed at min-
imizing energy consumption, extending node lifetimes, reducing carbon foot-
prints, and enhancing sustainability, energy losses due to imperfections in en-
ergy storage systems (ESS)�such as batteries, capacitors, and supercapaci-
tors�remain a critical challenge. These ine�ciencies degrade the overall energy
performance of IoT nodes and must be carefully accounted for in energy-e�cient
system design. This paper analyzes the impact of ESS non-idealities on green
IoT nodes, focusing on energy leakage and its e�ects on key performance met-
rics, including service outage probability, node lifetime distribution, and the
time-dependent mean number of energy packets (EPs) in the ESS. To mitigate
energy losses from leakage, we explore two key strategies: (i) Enhancing energy
generation by increasing energy harvester capacity (e.g., deploying additional so-
lar panels or higher-e�ciency alternatives). (ii) Reducing energy consumption
by implementing ESS energy thresholds that transition nodes into low-power
states when energy levels drop below prede�ned limits. By addressing ESS im-
perfections and optimizing energy management strategies, this work aims to
enhance the sustainability, reliability, and e�ciency of green IoT nodes by an-
alyzing the interplay between energy leakage, workload-driven energy demand,
and photovoltaic energy harvesting.

Keywords: Green IoT; energy storage systems; energy harvesting; energy
leakage; energy-saving strategies; time-dependent analysis.
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1. Introduction

The energy performance of practical energy storage systems (ESS) for the
Internet of Things (IoT) and embedded systems is often in�uenced by various
imperfections or non-idealities. These include issues such as capacity degrada-
tion over time (due to increased charge-discharge cycles), energy leakage, charge
recovery e�ects, and battery degradation. These practical imperfections, com-
bined with �uctuations in the energy demand of IoT nodes, can lead to increased
energy consumption, a higher carbon footprint, and reduced reliability. Speci�-
cally, they increase the likelihood of energy-related service outages and shorten
the node's lifespan. To mitigate these impacts, it is essential to incorporate
phenomena that cause these non-idealities, such as capacity drop, energy leak-
age, and charge recovery, into the energy storage system models [1]. However,
incorporating such processes into the models also increases their complexity.
This paper focuses on evaluating the impact of energy leakage on the energy
performance of green IoT nodes.

In ideal conditions, the potential of a battery remains constant. However,
in reality, its potential decreases over time, even when it is not under load (as
in the case of IoT nodes), resulting in self-discharge. The current associated
with this self-discharge is called leakage current. The rate of leakage (or self-
discharge) may be in�uenced by factors such as chemical reactions, thermal or
kinetic energy loss [2], manufacturing defects, impurities, and ageing (which
can degrade internal materials and increase leakage current). This means that
energy continues to leak from the battery even when the device is in deep sleep
mode, despite e�orts to minimise energy depletion.

Although capacitors and supercapacitors are often recommended as alter-
natives due to their high power densities and long cycle lives [1], they also
experience energy leakage due to signi�cant self-discharge. As we explore the
impact of energy-saving strategies and energy harvesting on achieving the green
IoT vision, it is crucial to account for imperfections such as energy leakage in
the energy storage system models.

The growing interest in green IoT design stems from the increasing demand
for sustainability in the rapidly expanding IoT industry [3]. Green IoT [4, 5, 6]
refers to the design and implementation of IoT systems that promote environ-
mental sustainability by minimising energy consumption and reducing pollu-
tants (such as CO2, electronic waste, and other toxic substances) produced
during the manufacturing, deployment, and operation of IoT systems and re-
lated infrastructures (e.g., edge computing, core networks, cloud computing).
Key aspects of green IoT include using energy-e�cient devices, reducing carbon
footprints, utilising renewable energy sources, and optimising resource usage to
minimise environmental degradation.

Green IoT is an evolving �eld, and numerous techniques are being explored
to reduce energy consumption and pollution in IoT systems. Many of these tech-
niques focus on reducing energy consumption in computing and communication
nodes, particularly those powered by o�-grid energy sources (e.g., energy stor-
age systems like batteries, capacitors, or supercapacitors) and fossil-fuel-based
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energy. Reducing energy consumption and relying on renewable energy sources
can also reduce operational costs, improving the �nancial sustainability of IoT
infrastructures, especially as energy costs rise. Energy-e�cient strategies for
green IoT include duty cycling, reducing packet sizes, optimising transceivers,
energy-aware routing, adaptive sensing, reducing protocol overhead, voltage and
frequency control [7, 8], energy-e�cient hardware and software design [9, 8], and
the integration of renewable energy into IoT systems.

In most green IoT systems, ESS (e.g., batteries, capacitors, or supercapac-
itors) store excess energy harvested from renewable energy sources to power
IoT nodes when those sources are unavailable. Given the intermittent nature
of renewable energy sources, energy storage is indispensable. The energy con-
sumption of IoT nodes can be stochastic, as their energy demand �uctuates over
time [10]. Therefore, designing green IoT systems requires optimising the en-
ergy demand of nodes, energy production from harvesting systems, and energy
capacity from storage systems to enhance the energy performance (e�ciency,
availability, and sustainability) of IoT nodes.

The design goal is to size the energy harvesting system to meet the node's
energy demand during favourable environmental conditions while ensuring su�-
cient energy storage to avoid energy outages or maximise node lifetime (the time
from deployment until the battery is empty and the energy source can no longer
meet the node's demands). Over-provisioning energy harvesting and storage
may increase costs and a�ect other design aspects, such as size, weight, mobil-
ity, and sustainability. However, under-provisioning may increase the probabil-
ity of service outages and shorten the node's lifetime [2]. Therefore, realistic
models are needed to dimension and evaluate the energy performance of energy
production, storage, and consumption systems for green IoT nodes.

When designing green IoT nodes, it is essential to account for energy leakage
by properly sizing the energy harvesting and storage systems to compensate for
lost energy. This mitigates the impact of leakage on service outage probability
and node lifetime. While several studies on energy performance modelling for
IoT nodes [11, 12, 3, 13, 14, 15, 16, 17, 18, 19] have overlooked the e�ects of
energy leakage in energy storage systems (ESSs), others have explicitly modeled
its impact in wireless communication nodes [2, 20, 1, 21, 22, 23].

A widely used approach for evaluating energy performance in IoT nodes-
without focusing on the technical intricacies of energy harvesters, nodes, and
storage systems � is to discretize energy into energy packets. The energy
packet framework, introduced in [24, 25], leverages queueing theory to model the
charging and discharging processes in energy storage systems. Further details
on this concept are available in [11, 12, 3].

In this framework, energy harvested and delivered to the battery is treated
as energy packet arrivals, while energy consumption is modeled as energy packet
servicing. Unlike conventional queueing systems�where the service rate must
exceed the arrival rate to prevent over�ow�an energy storage system (ESS)
must maintain an energy arrival rate exceeding the consumption rate to prevent
service outages when the ESS is depleted [2].

Another approach models changes in the energy content of the energy storage
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system (ESS) as a continuous stochastic process, such as �uid �ow [13, 14, 15] or
di�usion processes [17, 18, 19]. A key challenge in incorporating imperfections
like energy leakage is that it introduces an additional deterministic or stochas-
tic process that operates alongside conventional arrival and service processes.
Moreover, since leakage depends on the current energy level of the ESS, it is
not an independent process but is inherently coupled with energy delivery and
consumption.

1.1. The main contributions of the paper

Some studies (e.g., [23, 26, 27, 28, 29, 2]) have modelled energy leakage using
discrete energy models, treating leakage as energy packets that are lost from
the ESS without being used by the IoT node. These models discretise energy
into packets and apply queueing theory to analyse the performance of the ESS.
However, these studies primarily focused on the interaction between data queues
(communication packets) and energy packets rather than investigating the direct
impact of energy leakage on energy performance metrics such as service outage
probability and node lifetime.

The primary goal of this study is to investigate how non-idealities like energy
leakage a�ect the performance of ESS in green IoT nodes and explore strate-
gies to mitigate energy performance degradation caused by leakage. The main
contributions of the paper are as follows:

� We propose an energy packet-based model to evaluate the energy per-
formance of ESS in IoT nodes. We derive analytical solutions for the
steady-state distribution of energy packets in the ESS and the probabil-
ity of service outage. We also perform transient analysis to study the
dynamic evolution of ESS energy content over time, providing key perfor-
mance metrics such as service outage probability, node lifetime, and mean
number of energy packets.

� Our study thoroughly examines the impact of energy delivery, consump-
tion, and leakage on ESS performance. We explore di�erent leakage rate
models (constant, linear, and exponential) and evaluate their e�ects on
energy performance metrics like service outage probability, node lifetime,
and mean number of energy packets. This comprehensive approach pro-
vides valuable insights into the impact of energy leakage on the energy
performance IoT systems.

� We explore strategies to compensate for the e�ects of energy leakage on
ESS performance, such as increasing the energy production rate. Although
ambient energy harvesters produce minimal energy, solar energy harvesters
o�er scalability and e�ciency. We adapt our model to account for energy
sources like solar energy, which is available during the day but not at night.
Our analytical framework also considers other energy sources like wind and
vibration that �uctuate randomly over time. Additionally, we consider
energy consumption thresholds that trigger low-power consumption modes
in the node to enhance energy e�ciency further.
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Figure 1: Structure of a self-powered green IoT node

2. The energy model of the self-powered green IoT node

2.1. The energy consumption model of the node

A self-powered green IoT node typically comprises an IoT sensor/actuator,
an energy harvesting system, and an energy storage system, as depicted in Fig.
1. The harvested energy, sourced from ambient or external environments, is
either directly used to power the IoT device or stored in the energy storage
system for later use. When energy harvesting becomes insu�cient to meet
the node's demands�such as during nighttime in the case of solar energy�the
stored energy is utilised to sustain the operation.

Since IoT sensors and actuators perform periodic measurements or con-
trol tasks (e.g., meter readings, temperature monitoring) or respond to speci�c
events (e.g., pipeline leak detection, valve control in liquid level monitoring),
energy e�ciency is crucial. To conserve energy, IoT nodes often switch to low-
power sleep modes when not actively operating. The power consumption of a
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Figure 2: Snapshot of the power pro�le of an IoT node.

node is given by:

Pnode(t) = DPact(t) + (1−D)Psleep(t) (1)

where

D =
tact

tact + tsleep

tact is the duration in active mode, tsleep is the duration in sleep mode, Pact is
the power consumption in active mode, and Psleep is the power consumption in
sleep mode.Figure 2 presents a snapshot of the power pro�le of an IoT node,
which enters sleep mode whenever it is not engaged in sensing, computing, or
communication tasks. The active power consumption is the cumulative sum
of power drawn by various modules, including the microcontroller unit, sen-
sor/actuator unit, communication unit, and auxiliary electronic systems such
as the power supply.

The power pro�le highlights the power consumed during active and sleep
modes. This pro�le was obtained from a laboratory testbed comprising two
IoT nodes placed 2 meters apart along a 12-meter-long high-pressure plastic
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pipe with a 25-mm diameter. To optimise energy consumption, the IoT nodes
implement:

� Distributed computing with Kalman �ltering, where computing tasks are
shared among nodes to reduce individual processing loads.

� Adaptive sensing, which dynamically switches between an energy-e�cient
but less accurate accelerometer and a high-precision but energy-intensive
accelerometer.

� Duty cycling, which forces nodes into sleep mode during idle periods to
minimise power consumption.

The mean power consumption over an interval [0, T ] is computed as:

µ =
1

T

∫ T

0

Pnode(τ), dτ. (2)

In event-based IoT monitoring systems, nodes remain in sleep mode until
triggered by an event. In our scenario, nodes detect leaks and activate high-
precision but energy-intensive accelerometer sensors. After capturing vibration
data, the nodes perform distributed computing to enhance accuracy, comparing
results against prede�ned leakage thresholds. Here, tsleep follows a stochastic
process, as its duration is not deterministic and can be modelled using a prob-
ability distribution.

A completely random energy consumption process can be modelled as a Pois-
son process [30], where energy drawn from the battery follows independent and
uniformly distributed patterns. In this case, the energy consumption process is
given by:

Enode = tactPactN
(1/ti)
t (3)

where Nµ
t represents a standard Poisson process with constant intensity µ.

Here, energy is drawn in discrete packets of tactPact, occurring at intervals that
follow an exponential distribution with mean ti = tact+tsleep. The mean number
of energy packets consumed per time unit over the interval [0, ti] is:

µ =
tact

tact + tsleep
· Pact

Ep
(4)

where Ep denotes the size of an energy packet.

2.2. The energy harvesting model of the node

To enhance reliability, the energy harvesting system may include multiple
harvesters, such as photovoltaic and piezoelectric harvesters, which can generate
power on the order of a few hundred milliwatts.

Photovoltaic-based energy harvesters capture energy from light sources�either
solar or arti�cial light�and convert it into electrical energy via the photovoltaic
e�ect [31]. The output power of a photovoltaic (PV) array can be derived using
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the PV output power model developed by the American National Renewable
Energy Laboratory (NREL) [32]. This model has been used in studies, such as
[33] and [34], to determine the solar capacity for base station sites. The output
power at time t is given by:

PPV (t) = Apan · P ∗
PV · ηPV

(
G(t)

G∗

)
· fT (t), (5)

fT (t) =

[
1 + ϑ

(
Tamb(t) +

G(t)

800
(NOCT − 20oC)− T ∗

PV

)]
,

where:
Apan is the area of the PV panels,
P ∗
PV is the rated output power per unit area of the PV panels under Standard

Test Conditions (STC), provided by the manufacturer,
ηPV is the energy conversion e�ciency of the panels,
G∗ is the solar irradiance under STC (typically 1000W/m

2
),

G(t) is the solar irradiance at time t,
ϑ is the power temperature coe�cient (typically −3 · 10−3(1/◦C) for mono and
polycrystalline silicon [35]),
T ∗
PV is the panel temperature at STC (typically 25◦C),

Tamb is the ambient temperature, and
NOCT is the nominal operating cell temperature (typically 45◦C, as per [32]).

Piezoelectric energy harvesters generate power from mechanical vibrations
in the environment. These �exible devices can provide su�cient energy to meet
the needs of IoT nodes [36], as mechanical vibrations are commonly present.
For a mechanical energy harvester (MEH) operating at resonance, the power
output is given by [37]:

Pres = 4π3 ·mi · f3
res · Zmax · Y0 (6)

Where:
mi is the inertial mass of the harvester, Zmax is the maximum displacement,

fres is the resonance frequency, and Y0 is the amplitude of the source motion.
Since renewable energy sources are intermittent, meaning energy availabil-

ity depends on environmental conditions (e.g., sunlight, wind, RF radiation,
vibration), the energy harvesting process can also be modelled as a stochastic
process. For simplicity, we assume the arrival times of energy packets follow a
Poisson process with the rate λH [38, 39]. Over the interval [0, T ], the mean
energy harvesting rate is:

λH =
1

ϵT

∫ T

0

PH(τ), dτ. (7)

where PH(t) represents the harvested energy pro�le. When energy produc-
tion exceeds the node's power demand, the surplus is stored in the battery for
later use. In this case, the energy packet delivery process from the battery is
also assumed to follow a Poisson process with mean rate λ = λH − µ.
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The choice of renewable energy sources depends on the IoT application. If
a single energy source is insu�cient, hybrid energy harvesting systems can be
employed, although they may increase the size, weight, and cost of the node.
Thus, designing an energy harvesting system involves trade-o�s between re-
liability, mobility, size, weight, and cost. Accurate energy consumption and
harvesting models are essential for optimising the energy storage capacity and
extending the lifetime of IoT nodes. Therefore, Energy consumption and har-
vesting models are crucial for sizing the energy storage capacity and determining
the lifetime of IoT nodes. In the next chapter, we will discuss the modelling of
energy storage systems.

2.3. The energy packet model of the energy storage system

The �rst step in discretising or quantising energy into energy packets is to
determine the quantisation step, which, in our case, corresponds to the size of
the energy packet. We de�ne an energy packet (measured in mWh or mAh) as
a pulse of power or current lasting for a speci�ed time duration.

Assuming that energy is consumed primarily during active periods�when
the node wakes up to perform sensing, computing, or communication�and that
the energy consumed during deep sleep periods is negligible, the size of the
energy packet can be expressed as:

Ep = Pact · tact
where Pact is the power consumed during active periods, and tact is the

duration of activity.
Although the quantisation step can be set to any arbitrary value, it must re-

main consistent throughout the quantisation of energy harvesting, consumption,
and storage processes.

Let CB (measured in mWh) denote the capacity of the energy storage system
(ESS), which may be a battery or a supercapacitor. The capacity of the ESS in
terms of energy packets is given by

B =
CB

Ep

meaning the ESS can store up to B energy packets. Consequently, the energy
states of the ESS are represented as {0, 1, 2, . . . , B}. We assume that the node
remains dormant and only activates when triggered by a random event, such as
�uid leakage in a pipeline monitoring system. Thus, we can assume that the
energy consumption process is exponentially distributed. This assumption may
not be exact for some other IoT applications, but it can be used as a �rst-order
approximation, making the analysis tractable.

Consider an energy storage system (e.g., a battery, capacitor, or superca-
pacitor) in an IoT sensor/actuator node. We assume that energy is delivered,
stored, and consumed in discrete units called energy packets. This assumption
enables the use of queueing models, where customers represent energy packets,
and the packet however time corresponds to the service time.

9



The battery's energy content is modelled using an M/M(n)/1/B queueing
system. In Kendall's notation [40], this represents a system with exponentially
distributed interarrival and service times, a single server, and a �nite capacity
limited to B energy packets. The notation M(n) emphasises that the exponential
service time distribution has a state-dependent parameter.

Energy delivery follows a Poisson process, meaning that the interarrival times
of energy packets are exponentially distributed with rate λ. The time required
to consume an energy packet is also exponentially distributed, with rate µ(n),
where n denotes the current number of energy packets in storage.

In a more general Markovian model, the assumption of purely exponential
distributions can be relaxed by incorporating phase-type distributions. This
allows for a more accurate approximation of real-world distributions. How-
ever, this extension increases the number of model states, as each exponentially
distributed state is further subdivided into multiple states corresponding to dif-
ferent phases of the chosen distribution.

The service rate µ(n), de�ned as the inverse of the average service time, is
given by:

µ(n) = µi + θ(n). (8)

Here, µi represents the baseline energy consumption rate, while θ(n) accounts
for the state-dependent energy leakage.

The consumption rate may vary depending on the di�erent operational
modes of the powered device. For example, when the stored energy exceeds
a threshold K (n > K), the system operates in normal mode with µi = µ1.
Conversely, if the energy level drops below K (n ≤ K), the device switches to
an energy-saving mode with µi = µ2.

We consider three di�erent forms of the leakage function θ(n):

� Linear Leakage, proportional to the number of packets in the ESS [2, 26]:

ϑ(n) =

{
0, 0 < n ≤ 1,

(n− 1)ξ, n ≥ 1.
(9)

� Exponential Leakage, typically observed in supercapacitors [22]:

ϑ(n) = αeξ(n−1, n ≥ 1. (10)

� Constant Leakage, where leakage remains �xed regardless of stored en-
ergy [1]:

ϑ(n) = δξ. (11)

This modelling framework comprehensively represents energy storage dy-
namics in IoT devices, enabling precise analysis of performance under various
operational conditions.

We model the dynamic changes in the number of energy packets in the
energy storage system (ESS) as an M/M(n)/1/B Markovian queueing process
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{N(t) | t ≥ 0}, where p(n, t) = Pr{N(t) = n} represents the probability of
having n energy packets in the ESS at time t. A set of �rst-order di�erential
equations describes the dynamics of the system, e.g. [41]:

dp(0, t)

dt
= −λp(0, t) + µ(1)p(1, t),

dp(n, t)

dt
= −(λ+ µ(n))p(n, t) + λp(n− 1, t)

+µ(n+ 1)p(n+ 1, t), n = 1, . . . B − 1,

dp(B, t)

dt
= λp(B − 1, t)− µ(B)p(B, t). (12)

The steady-state solution of the above model can be easily obtained as for
t − > ∞ di�erential equations become algebraic ones and, [41]

p(n) = p(0)
λn

µ(1) · · · µ(n)
, n = 1, . . . B (13)

and taking normalisation
∑B

n=0 p(n) = 1,

p(0) =
1

1 +
∑B

n=1{λn/
∏n

i=1 µ(i)}
.

3. Evaluation of the energy performance of the node

3.1. Steady-state energy performance analysis

For analytical tractability, we consider a simpli�ed scenario where the leak-
age rate is linear, and the system has a single energy threshold, below which the
node transitions into an energy-e�cient mode. The steady-state solution of the

system in (12) is derived under these conditions by setting dp(n,t)
dt = 0 for all n.

The steady-state probabilities, p(n), can be expressed recursively from the
linear system of steady-state equations as follows:

p(n) =

(
λ

µi + (n− 1)ξ

)
p(n− 1) (14)

where

µi =

{
µ1, 1 ≤ n ≤ K − 1

µ2, K ≤ n ≤ B − 1

For n = B, :

p(B) =
λ

µ2 + (B − 1)ξ
p(B − 1).

and having regard to normalisation we obtain the probability p(B) which is is
a key energy performance metric. It represents the likelihood that the energy
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storage system (ESS) reaches its full capacity. When this occurs, any additional
energy packets delivered to the ESS are wasted. Therefore, p(B) can be inter-
preted as the probability of energy waste, providing insight into the system's
e�ciency in utilising harvested energy.

The probability p(0) is another crucial energy performance metric, represent-
ing the likelihood that the energy storage system (ESS) is completely depleted
of energy packets, causing the system to shut down. This probability can also
be interpreted as the service outage probability, indicating the risk of system
unavailability due to insu�cient stored energy. This formulation analytically
characterises the steady-state probabilities, accounting for both energy leakage
e�ects and state-dependent transitions. Therefore, the steady-state probability
P (n) is given by:

p(n) =


n∏

r=1

(
λ

µ1+(r−1)ξ

)
p(0), 1 ≤ n < K,(

K−1∏
r=1

λ
µ1+(r−1)ξ

)(
n∏

l=K

λ
µ2+(l−1)ξ

)
p(0), K ≤ n ≤ B.

Using the normalisation condition:

N∑
n=0

p(n) = 1,

we obtain p(0) as:

p(0) =

[
1 +

K−1∑
n=1

n∏
r=1

λ

µ1 + (r − 1)ξ

+

B∑
n=K

K−1∏
r=1

λ

µ1 + (r − 1)ξ

n∏
l=K

λ

µ2 + (l − 1)ξ

]−1

.

Fig. 3 illustrates the steady-state distribution p(n) of energy packets in the
energy storage system. As in all examples, the energy storage system (ESS) has
a capacity of B = 100 energy packets.

The system operates in two modes depending on the storage system's energy
level, with di�erent consumption rates:

� µ2 = 5 when n > K

� µ1 = 3 when n ≤ K

The energy leakage follows a linear model with coe�cient ξ, while incoming
packet arrivals occur at an intensity of λ = 12. The �gure demonstrates the
impact of ξ on the energy distribution: as leakage increases, the stored energy
decreases accordingly. The results presented in table 1 indicate that as ξ in-
creases, both the mean and variance decrease. This suggests that a higher ξ
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Figure 3: In�uence of ξ on the probability p(n) of having n energy packets in the ESS, for
λ = 12, µ2 = 5, µ1 = 3, K = 40, B = 100
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Figure 4: In�uence of λ on the probability, p(n) of having n energy packets in the ESS, for
ξ = 0.09, µ2 = 5, µ1 = 3, K = 40, B = 100
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Table 1: The mean and variance of the number of EPs in the energy storage system for
di�erent values of ξ.

ξ Mean Variance

0.08 84.84061 90.85228
0.1 70.86492 114.82898
0.13 55.31960 83.77020
0.17 44.84754 48.01065

leads to a lower number of energy packets stored in the ESS. That is, the higher
the energy leakage rate, the lower the number of EPs stored in the ESS.

Fig. 4 illustrates the impact of increasing the mean energy delivery rate λ
on the steady-state distribution of the number of energy packets in the storage
system. Similarly, for varying λ, increasing the arrival rate of energy packets
initially raises both the mean and variance, indicating a higher mean number
of energy packets in the ESS and greater variability. However, at λ = 15,
the variance signi�cantly drops, suggesting that the system may be reaching a
saturation point where additional arrivals of energy packets do not substantially
increase variability.

Table 2: The mean and variance of the number of EPs in the energy storage system for
di�erent values of λ.

λ Mean Variance

6 31.93525 42.43200
9 48.35173 66.78113
12 77.89332 112.73011
15 93.69160 32.04958

Figs. 5 and 6 illustrate the steady-state probability p(0), which represents
the likelihood that the battery is empty. The dependence of p(0) on the con-
sumption rate µ1 and the arrival intensity λ is analyzed. As expected, p(0)
decreases as λ increases, with the decline occurring more rapidly for lower con-
sumption rates µ1 and smaller leakage rates ξ.

Fig. 7 further explores the variation of the probability of an empty battery
with respect to the leakage rate ξ and input intensity λ. As in the previous
analysis, a linear leakage model is assumed, with ξ varying within the range
[0, 1]. The consumption rates are �xed at µ2 = 5 and µ1 = 3. The results
con�rm that an increase in ξ leads to a higher probability of battery depletion,
while an increase in λ reduces this probability.

3.2. Transient-state energy performance analysis

We analyse the transient-state energy performance of the ESS with and
without energy thresholds. While steady-state analysis assumes constant mean
rates for energy packet delivery to and consumption from the ESS, the mean
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in the ESS, for ξ = 0.05, µ2 = 5, K = 40, B = 100
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Figure 7: In�uence of λ on the probability, p(0) of depleting all of the energy packets stored
in the ESS, for µ2 = 5, µ1 = 3, K = 40, B = 100
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number of harvested energy packets can �uctuate over time. We evaluate the
impact of parameters such as energy leakage rate, energy harvesting rate, and
the energy consumption rate on the mean number of energy packets present in
the ESS at time t. The expected value of the number of energy packets in the
ESS at time t, denoted as E[N(t)] is the weighted sum of the probabilities of
being at each state n, i.e.,

E[N(t)] =

B∑
n=0

np(n, t).

The transient solution of (12) is more intricate. It can be obtained using
the Laplace transform, which converts the system's di�erential equations into
algebraic equations in the Laplace domain. This transformation allows for an
analytical solution. However, this solution must be inverted numerically. Alter-
natively, a direct numerical approach can be used, as demonstrated here with
our solver. Many other solvers may be helpful.

We consider a periodically varying harvesting rate, λ, that alternates be-
tween day and night cycles of equal duration. Speci�cally, during the daytime
of each 24-hour cycle, energy packets are delivered to the ESS at a rate of λ,
whereas during the nighttime, the harvesting rate drops to zero (λ = 0). Given
that both periods last for 12 hours, λ undergoes a step change at the end of
each half-cycle.

At each time step, we compute the transient state probabilities, which are
then used to determine the transient mean number of energy packets in the ESS
using Equation (3.2). The probability distribution at the end of each day or
night period serves as the initial condition for the subsequent period, ensuring
a continuous update of the system dynamics.

The impact of the energy leakage parameter, ξ, on the evolution of the
mean number of energy packets stored in the ESS is illustrated in Figs. 8 and
9. We assume that the process begins at t = 0 during the night period (λ = 0).
It can be observed that the depletion rate of energy packets during the �rst
night's period in the 24-hour cycle is particularly steep. This sharp decline
is primarily due to energy leakage, as the leakage rate is proportional to the
number of energy packets stored in the ESS. The sharp decline is also due to
the high energy consumption rate µ2 = 5 because initially, the number of stored
energy packets is above the de�ned threshold of K = 0.4B = 40 energy packets.
When the number of stored energy packets is below 40, the energy consumption
rate changes to µ1 = 3 (the node is forced into an energy-saving regime). We
consider three cases with di�erent values of the energy leakage parameter: ξ = 0
(no energy leakage), ξ = 0.01, and ξ = 0.05.

Fig. 8 shows that as the energy leakage parameter ξ increases, the rate of
depletion of stored energy packets signi�cantly rises. This occurs because a
higher ξ leads to an increased energy leakage rate, accelerating the depletion
of energy packets in the ESS over time. A similar trend is observed in Fig.
9, where all parameters remain the same as in Fig. 8, except for the energy
delivery rate during the day, which is increased to λ = 10. The impact of the
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Figure 8: The in�uence of ξ on the evolution of E[N(t)] for several day and night cycles
considering: λ = 6 (during the day) and λ = 0) (during the night), µ2 = 5, µ1 = 3, K = 40,
B = 100, linear leakage, ξ = {0, 0.01, 0.05}
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Figure 9: The in�uence of ξ on the evolution of E[N(t)] for several day and night cycles
considering: λ = 10 (during the day) and λ = 0) (during the night), µ2 = 5, µ1 = 3, K = 40,
B = 100, linear leakage, ξ = {0, 0.01, 0.05}
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Figure 10: The in�uence of K on the evolution of E[N(t)] for several day and night cycles
considering: λ = 6 (during the day) and λ = 0) (during the night), µ2 = 5, µ1 = 3, ξ = 0.05,
B = 100, linear leakage, K = {0, 40, 100}

energy leakage parameter is more pronounced in this case, as a higher energy
delivery rate (λ) results in a larger number of stored energy packets during the
day, subsequently leading to a higher rate of energy leakage at night.

Additionally, it can be observed that for λ = 10, a su�cient number of
energy packets remain in the ESS at the end of each night period, preventing
complete depletion. An important takeaway from these results is that the energy
harvester should be sized appropriately to ensure that the mean number of
energy packets remaining in the ESS at the end of each night period is not zero.
In other words, complete depletion of stored energy packets should be avoided
to maintain system reliability.

Figs. 10�12 illustrate the impact of the energy threshold K, below which the
energy consumption rate is reduced from µ2 = 5 to µ1 = 3. Speci�cally, when
the number of stored energy packets exceeds the de�ned threshold, the energy
consumption rate remains at µ2 = 5, which is re�ected in the steep decline
in stored energy due to the combined e�ects of high energy consumption and
energy leakage. However, once the number of energy packets falls below K, the
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Figure 11: The in�uence of K on the evolution of E[N(t)] for several day and night cycles
considering: λ = 10 (during the day) and λ = 0) (during the night), µ2 = 5, µ1 = 3, ξ = 0.05,
B = 200, linear leakage, K = {0, 40}
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Figure 12: The in�uence of K on the evolution of E[N(t)] for several day and night cycles
considering: λ = 15 (during the day) and λ = 0) (during the night), µ2 = 5, µ1 = 3, ξ = 0.05,
B = 200, linear leakage, K = {0, 40}
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energy consumption rate is reduced to µ1 = 3, leading to a slower depletion rate
due to both reduced consumption and lower energy leakage.

In Fig. 10, we analyze three scenarios: (i) K = 100, where the energy
consumption is maintained at an optimal level of µ = µ1 = 3; (ii) K = 0.4B =
40; and (iii)K = 0, where the high energy consumption rate remains constant at
µ = µ2 = 5. It can be observed that as K decreases, the mean number of stored
energy packets at time t also decreases. This occurs because an earlier transition
into the energy-saving regime (i.e., switching to a lower energy consumption
rate) slows down the depletion of stored energy.

Fig. 11 further examines two low-threshold cases: K = 0 and K = 0.2B =
40 given that B = 200. Since these thresholds are relatively small, the node
operates in the high energy consumption regime (µ2 = 5) for most of the time,
causing a rapid depletion of stored energy. To mitigate this, the energy delivery
rate to the ESS can be increased, as demonstrated in Fig. 12.

In Fig. 11, it is evident that an energy delivery rate of λ = 10 during the day
is insu�cient to accumulate enough energy to sustain the node throughout the
night period. To address this, the mean delivery rate of energy packets during
the day is increased from λ = 10 to λ = 15, and the storage capacity of the ESS
is expanded from B = 100 to B = 200 energy packets. This highlights that the
adverse e�ects of energy leakage can be mitigated either by con�guring higher
energy-saving thresholds or by scaling up the energy harvesting system.

3.3. Evaluation of the impact of energy leakage on the lifetime of the node

We investigate the impact of energy leakage parameters and energy leakage
functions (linear, exponential, or constant) on the device's lifetime. The device's
lifetime is de�ned as the time required to deplete all the stored energy packets[19,
17]. We model the device's lifetime as the �rst passage time of the M/M(n)/1/B
queueing model, where the process starts from any initial state and is absorbed
at n = 0. The density of the �rst passage time denoted as γi,0(t), represents the
time it takes for the process to go from a starting state n = i to absorption at
n = 0. This can be numerically computed modifying the M/M(n)/1/B model.

To calculate the �rst passage time from B to zero in the M/M(n)/1/B model,
we treat state zero as an absorbing state. This results in a modi�cation of the
system's equations. Speci�cally, we modify the �rst equation as follows:

dp(0, t)

dt
= µ(1)p(1, t);

where p(1, t) is computed for the chain initiated from state B. The intensity
of entry into state 0, as represented by the equation above, corresponds to the
density of the �rst passage time from B to 0:

γB,0(t) = µ(1)p(1, t). (15)

Similarly, to model the �rst passage time from 0 to B (i.e., the time required
to charge the ESS to full capacity), we treat state B as the absorbing state and
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Figure 13: In�uence of ξ on the PDF of the life of the node, γB,0(t), for λ = 0 (the energy
harvester is o� for several hours), µ1 = 3 µ2 = 5, K = 40, B = 100.

compute p(B − 1, t)λ for the chain initiated from state B. The corresponding
�rst passage time density is:

γ0,B(t) = λp(B − 1, t). (16)

Both performance metrics, γB,0 (the node's lifetime) and γ0,B (the charging
time), can be obtained numerically using a Markov solver to estimate the lifetime
of an IoT node.

One of the key performance metrics considered is the probability density
function (PDF) of the node's lifetime, de�ned as the time required to deplete
all stored energy packets. This PDF is estimated using Equation (15). The
system of equations in Equation (12) is solved numerically. Since the process is
absorbed upon reaching state n = 0, the �rst passage time from state n = B
to n = 0 (i.e., the node's lifetime distribution) corresponds to the rate at which
the process enters state n = 0, given by µ1p(1, t).

Energy harvesting sources are prone to failure; thus, solar-powered green
IoT nodes must be designed to withstand such failures. In this scenario, we
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Figure 14: In�uence of ξ on the PDF of the life of the node, γB,0(t), for λ = 6 (during the
day period) and λ = 0 (during the night period), µ1 = 3 µ2 = 5, K = 40, B = 100.

estimate the autonomy of the node, de�ned as its lifetime when no external
energy sources are available (i.e., λ = 0). This analysis determines how long the
node can function solely on its initially stored energy.

Figure 13 illustrates the impact of the leakage parameter ξ on the node's
autonomy. We consider three cases: (i) ξ = 0 (no energy leakage), (ii) ξ = 0.01
(yellow line), and (iii) ξ = 0.05 (green line), assuming a linear energy leakage
model. As ξ increases, the PDF of the depletion time shifts leftward, indicating
a shorter lifetime. This occurs because a higher leakage parameter increases
the mean energy dissipation rate, thereby reducing the expected time before all
stored energy is depleted.

In Figure 14, we estimate the lifetime of a solar-powered green IoT node.
As in Figure 13, we assume that the energy leakage rate is proportional to the
energy stored in the energy storage system (ESS). We consider three leakage
scenarios: (i) ξ = 0 (blue line), (ii) ξ = 0.01 (yellow line), and (iii) ξ = 0.05
(green line).

The spikes in the probability density function (PDF) indicate the impact
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of energy during the day (λ = 6), followed by a sharp decline at night when
no energy is harvested (λ = 0). Over time, these peaks diminish, with the
highest leakage case (ξ = 0.05) decreasing the fastest, followed by ξ = 0.01.
This highlights the impact of energy leakage: in an ideal ESS (ξ = 0), stored
energy depletes much more slowly than in a non-ideal ESS with leakage.

3.4. Evaluation of the impact of energy harvesting and management on the ser-

vice outage probability

Another important performance metric is the transient service outage proba-
bility which is the probability p(0, t) that at time t, all the stored energy packets
will be depleted. When all the stored energy packets are depleted, the node is
shutdown which disrupts the IoT services. It is desirable to size the energy har-
vesters and energy storage system in such a way as to ensure that the service
outage probability is very small.

The service outage probability can be obtained by solving for the transient
state probability p(0, t) in the system of di�erential equations in equation 12.
At each time step, p(0, t) is computed and its evolution is tracked over time and
then plotted.

Figs. 15 and 16 illustrate the evolution of the service outage probability.
To examine the in�uence of the threshold K on service outage probability, we
consider two primary cases: K = {0, 40} for λ = 10 and K = {0, 40} for λ = 15.
In both scenarios, the system parameters are �xed as µ2 = 5, µ1 = 3, ξ = 0.05,
and B = 200.

The sharp spikes in Fig. 15 occur during the night periods when the ESS
is in discharge mode, as energy packets are depleted due to energy leakage and
normal consumption without replenishment. Conversely, the troughs correspond
to charging periods during the day, where increased energy delivery to the ESS
reduces the service outage probability.

For a �xed arrival rate λ (e.g., λ = 10), the service outage probability
decreases as K is lowered from K = 0.2B = 40 to K = 0. This occurs because,
in the latter case, the node remains in the high energy consumption regime
(µ2 = 5), whereas in the former case, it switches to the energy-saving regime
(µ1 = 3) once the threshold K = 0.2B = 40 is reached.

The impact of the energy delivery rate λ is also evident, as a moderate
increase in λ from 10 to 15 signi�cantly reduces the service outage probability.
This highlights the importance of con�guring appropriate values for K and λ
and reinforces the fact that energy leakage e�ects can be mitigated by increasing
the energy-saving threshold or scaling up the energy harvesting system.

Fig. 16 presents the same results as Fig. 15, but on a logarithmic scale,
allowing for better visualization of small values of p(0, t).

3.5. The impact of the energy leakage model on the energy performance metrics

The energy leakage rate model varies across di�erent energy storage systems
(ESS). For instance, in some ESS, the leakage rate decreases almost linearly
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Figure 15: The in�uence of K and λ on the evolution of p(0, t) (linear scale) for several day
and night cycles considering: λ = {10, 15} (during the day) and λ = 0) (during the night),
µ2 = 5, µ1 = 3, ξ = 0.05, B = 200, linear leakage, K = {0, 40}.
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Figure 16: The in�uence of K and λ on the evolution of p(0, t) (logarithmic scale) for several
day and night cycles considering: λ = {10, 15} (during the day) and λ = 0) (during the night),
µ2 = 5, µ1 = 3, ξ = 0.05, B = 200, linear leakage, K = {0, 40}.
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with the number of stored energy packets, following the model:

ϑ(n) = (n− 1)ξ, n ≥ 1 (17)

as described in [2, 26].
In contrast, certain ESS exhibit a fairly constant energy leakage rate:

ϑ(n) = δξ (18)

as reported in [1].
For energy storage systems such as supercapacitors, the leakage rate may

vary exponentially with the number of stored energy packets:

ϑ(n) = αeξ(n−1), n ≥ 1 (19)

as shown in [22]. Experimental validation of this relationship can be found in
[42, 43, 44].

Given these variations, it is crucial to investigate and compare the impact
of di�erent energy leakage models on key energy performance metrics.

The impact of di�erent energy leakage models on key energy performance
metrics, namely the service outage probability and the mean number of stored
energy packets at time t, is illustrated in Figs. 17�20. The system parameters
used for this analysis are: λ = 6 (during the day) and λ = 0 (during the night),
µ2 = 5, µ1 = 3, ξ = 0.01, K = 0.4B = 40, and B = 100. In each case, the
corresponding energy leakage rate is incorporated into the system of di�erential
equations in Eq. (12). The system is then solved, and the evolution of p(0, t)
and E[N(t)] is tracked as described in the previous subsections.

Fig. 17 shows that the peaks of the exponential energy leakage model (blue
curve) are signi�cantly higher than those of the other models. This occurs be-
cause, in the exponential leakage model, the leakage rate increases exponentially
with the number of stored energy packets, leading to rapid depletion. Conse-
quently, the exponential leakage model performs the worst in terms of energy
retention, followed by the linear leakage model (yellow curve), while the constant
leakage model (green curve) demonstrates the best performance. The constant
leakage model is advantageous because its leakage rate remains �xed and does
not depend on the number of stored energy packets.

Fig. 18 presents the same information as Fig. 17, but with a logarithmic
scale on the y-axis to highlight low values of p(0, t). A similar trend is observed
in Fig. 20, which illustrates the in�uence of energy leakage models on the
evolution of the mean number of stored energy packets, E[N(t)]. The mean
number of stored energy packets is signi�cantly lower under the exponential
leakage model compared to the other models.

Initially, the gap between the exponential leakage model and the other mod-
els is substantial, as higher energy levels lead to exponentially higher energy
losses. However, as the mean stored energy decreases, the di�erence between
the exponential and linear leakage models becomes less pronounced. Over time,
the linear and constant leakage models converge for low values of stored energy
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Figure 17: The in�uence of the energy leakage model (constant leakage rate in green curve,
linear leakage rate in yellow curve, and the exponential leakage rate in blue curve) on the
evolution of p(0, t) (logarithmic scale) for several day and night cycles considering: λ = 6
(during the day) and λ = 0) (during the night), µ2 = 5, µ1 = 3, ξ = 0.01, K = 0.4B = 40,
B = 100.
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Figure 18: The in�uence of the energy leakage model (constant leakage rate in green curve,
linear leakage rate in yellow curve, and the exponential leakage rate in blue curve) on the
evolution of p(0, t) (linear scale) for several day and night cycles considering: λ = 6 (during
the day) and λ = 0) (during the night), µ2 = 5, µ1 = 3, ξ = 0.01, K = 0.4B = 40, B = 100.
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Figure 19: The in�uence of the energy leakage model (constant leakage rate in green curve,
linear leakage rate in yellow curve, and the exponential leakage rate in blue curve) on the
evolution of p(0, t) (linear scale) for several day and night cycles considering: λ = 6 (during
the day) and λ = 0) (during the night), µ2 = 5, µ1 = 3, ξ = 0.01, K = 0.4B = 40, B = 100.
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Figure 20: The in�uence of the energy leakage model (constant leakage rate in green curve,
linear leakage rate in yellow curve, and the exponential leakage rate in blue curve) on the
evolution of E[N(t)] for several day and night cycles considering: λ = 6 (during the day) and
λ = 0) (during the night), µ2 = 5, µ1 = 3, ξ = 0.01, K = 0.4B = 40, B = 100.
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Figure 21: The in�uence of the energy leakage model (constant leakage rate in green curve,
linear leakage rate in yellow curve, and the exponential leakage rate in blue curve) on the
evolution of E[N(t)] for several day and night cycles considering: λ = 10 (during the day)
and λ = 0) (during the night), µ2 = 5, µ1 = 3, ξ = 0.01, K = 0.4B = 40, B = 100.
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packets, since the in�uence of the number of stored packets on the leakage rate
diminishes.

In Figs. 19 and 21, the exponential, linear, and constant service rates are
compared for λ = 10. A signi�cant �uctuation is observed in the service outage
probability and the mean number of stored energy packets compared to the
results in Figs. 17�20. This behavior arises because a higher λ results in more
energy packets being stored during daylight hours, leading to increased leakage,
particularly at night. Consequently, the stored energy declines sharply during
these periods. Since leakage increases with the number of stored energy packets,
it is crucial to optimally size the energy harvester to balance energy harvesting
and storage, ensuring minimal energy wastage due to excessive leakage.

4. Conclusions and Directions for Future Work

Ideally, many low-power IoT systems could be powered via energy harvesting
systems, such as electromagnetic, micromechanical, or piezoelectric generators.
However, the e�ectiveness of such energy harvesting systems can be impaired
by the leakage in the corresponding energy storage systems such as batteries or
capacitors, including the storage capacity drop of batteries as a function of the
number of charge-discharge cycles, the e�ects of energy leakage, and the charge
recovery e�ects. Thus, to investigate how such e�ects can be compensated and
mitigated, this paper uses modelling techniques to build overall system models
of energy storage devices that combine the charge and discharge aspects that are
part of battery operation, together with the secondary e�ects such as capacity
drop, energy leakage and charge recovery that impact the sustainability of IoT
systems.

Thus, in this paper, we have analysed the impact of such imperfections or
non-idealities on the e�ectiveness of Green IoT nodes and studied the means to
compensate for the energy losses caused by energy leakage. Based on a discrete
and probabilistic �energy packet� type model, we have computed the outcome
of a combination of the rate of power production, energy consumption, and
leakage on signi�cant performance metrics such as the service outage probabil-
ity, the expected energy lifetime of the node and the mean amount of energy
stored in the node's battery both at steady-state and in the transitory regime.
We have also considered the means to improve these metrics via changes in en-
ergy harvester techniques such as photovoltaic or by selecting system operation
thresholds, which can interrupt a system's operation when the amount of energy
stored moves outside some given thresholds.

The numerical simulations we present provide insight into the negative im-
pact of the energy leakage rate on the energy performance of the IoT node that
uses energy storage and renewable energy sources.

We have observed that a linear energy leakage rate degrades the energy per-
formance of such nodes, resulting in an increased probability of service outage,
reduced lifetime of the node, and reduced average amount of stored energy, as
compared to an exponential leakage characteristic. Indeed, we show in our nu-
merical experiments that the energy leakage rate characteristic, which may be
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linear, exponential, or constant, has a very signi�cant impact on the energy per-
formance of the IoT node. We also examine the degree to which the impact of
the energy harvesting rate on the lifetime of the node can a�ect the performance
of an IoT node over a 24 hour period with 12 hours of solar radiation (day pe-
riod) and 12 hours of non-solar radiation (night period) for 50 consecutive days
(120 hours).

In future work, we plan to examine how the impact of energy leakage can
be mitigated by using various techniques such as Duty Cycling and through
techniques that modify the parameters of the communications, including the re-
duction of packet size, transceiver optimisation, energy-ware routing, adaptive
energy-aware sensing, reduction of protocol overhead, voltage and frequency
control and Green IoT communication technologies such as BLE, RFID, NFC,
Zigbee, LoRa, Sigfox, and other techniques. This work will be accompanied by
model re�nements based on experimental studies that measure energy leakage
rates and feed the measured data into the di�usion models and other mathe-
matical modelling techniques that we use.
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