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Abstract: Edge computing systems must offer low latency, at low cost and with limited power
consumption, for sensors and new applications, including the IoT, smart vehicles, smart homes, and
6G. Thus, substantial research has been conducted to identify optimum task allocation schemes in
this context, using non-linear optimization, machine learning and market-based algorithms. Prior
work mainly focuses on two methodologies: (i) formulating non-linear optimizations that lead to
NP-hard problems, which are processed via heuristics, and (ii) using Al-based formulations such
as Reinforcement Learning that are then tested with simulations. These prior approaches have
two shortcomings: (a) there is no guarantee that optimum solutions are achieved, and (b) they do
not provide an explicit formula for the fraction of tasks that are allocated to the different servers
to achieve a specified optimum. This paper offers a radically different and mathematically based
principled method that explicitly computes the optimum fraction of jobs that should be allocated
to the different servers to (1) minimize the average latency (delay) of the jobs that are allocated to
the edge servers, and (2) minimize the average energy consumption of these jobs at the set of edge
servers. These results are obtained with a mathematical model of a multiple-server edge system that
is managed by a task distribution platform, whose equations are derived and solved using methods
from stochastic processes. This approach is of low computational cost, and provides simple linear
complexity formulas to compute the fraction of tasks that should be assigned to the different servers
so as to achieve minimum latency and minimum energy consumption.

Keywords: Edge Computing; Sensor Networks; edge Computing; Latency Minimization; Reducing
Energy Consumption; G-Networks; Analytical Solution

1. Introduction

The advent of the Internet of Things (IoT), and related technologies such as smart
homes, smart vehicles, 5th Generation Networks (5G) and beyond 5G, increase the need for
high throughput, low task delays, and low energy consumption through the development of
systems that provide computing and communication services at the edge [1,2]. While radio
access networks (RAN) and mobile base stations can massively increase the bandwidth
and throughput that is offered to end users through these technologies, applications
are also being moved from Cloud Computing platforms to the edge of the Internet [3—
5] to achieve high throughput with low latency and lower energy consumption [6,7].
Motivated by these developments, much research has been conducted to allocate tasks
in edge systems in a manner that attempts to minimize latency and energy consumption
using non-linear optimization techniques [8,9] leading to NP-hard problems which are
processed with various heuristics and approximations, or with Al-based approaches [10,11]
such as Reinforcement Learning. These previous approaches have some shortcomings: (a)
there is no guarantee that optimum solutions are achieved, and (b) they do not provide
a clear indication of the fraction of tasks that should be allocated to the different servers
to achieve a specified optimum. Also, the parameters that are used by these methods
must be measured and updated to construct the required algorithms; the methods are

Version January 3, 2025 submitted to Journal Not Specified https:/ /www.mdpi.com/journal /notspecified

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38


https://doi.org/10.3390/1010000
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com
https://orcid.org/0000-0001-9688-2201
https://www.mdpi.com/journal/notspecified

Version January 3, 2025 submitted to Journal Not Specified 20f18

computationally costly, with additional overhead and energy consumption for lightweight
edge systems. In addition, these approaches do not provide insight into the key parameters,
such as the task allocation rates or proportion of tasks that should be sent to different
servers, to guarantee that the system will operate at or near its optimum point.

Thus, this paper proposes a radically different, mathematically based and principled
approach that explicitly computes the optimum fraction of jobs that should be allocated to
the different servers to either (1) minimize the average latency (delay) of the jobs that are
allocated to the edge servers, or (2) minimize the average energy consumption of the jobs
that use the edge servers. To achieve these objectives, this paper develops a mathematical
model of a multiple-server system that is managed by a task Dispatching Platform (DP). The
model equations are derived and solved using methods from stochastic processes. We then
use this theoretical framework to explicitly derive the optimum workload distribution that
minimizes latency. The paper then uses a similar approach to derive an explicit expression
for the share of workload that should be allocated to each edge server that minimizes the
system’s additional energy consumption per task. The analytical approach we develop
has a low computational cost, and provides detailed insight into the fraction of tasks that
are allocated to the different servers, to achieve minimum latency and minimum energy
consumption.

1.1. The Main Results Presented in this Paper

After the review of related work on the design of task-dispatching algorithms that
optimize edge performance discussed in Section 1.2, the architecture of an edge system
that includes a Decision Platform (DP) that dispatches incoming external tasks to a set of
n servers is presented in Section 2. Then the notation and symbols used in the paper are
summarized in Section 2.1. All the proofs related to the theoretical developments in the
paper are presented in detail in separate Appendix Sections that are clearly linked to the
sections where the results are presented.

A novel mathematical model of an edge system composed of the DP that sends tasks
to n servers is presented in Section 3. The Key Product Form Result for this model is
stated and proved in Theorem 1, and Lemma 1 shows that its solution accounts for the
processing of all the tasks that enter the system. Then, in Section 4, we show how the
decision variables C;, 1 < i < n that combine the requests from the # servers with the task
assignment decisions that are made by the DP to each server, affect the average latency of
externally arriving tasks at the DP.

Then, Section 5 derives the task allocation policy that minimizes the average response
time for all tasks being processed at the n servers in the system. Section 6 discusses the
power consumption of edge servers, based on power measurements that were made on
NUCs and other processors, and we derive policy that depends on the known parameters
of each server, to share the tasks between servers to guarantee that the average energy
consumption for incoming tasks at the edge is minimized.

Finally, Section 7 provides conclusions and directions for further work.

1.2. Related Work

There has been considerable work on the design of algorithms for distributed system
management and task distribution to reduce response times for tasks and maximize data
transfer throughputs [12,13]. Real-time techniques have been developed to this effect [14],
and various heuristics have often been tested in simulated environments to balance load
and reduce response times [15,16]. Energy consumption has been of increasing concern
over the last decade, due to the steady increase that has been observed over that period in
the power consumption of ICT [5,17,18].

Recent research in this area has been primarily motivated by the need for low-cost
distributed systems that offer computation and data-intensive applications close to the
network edge to achieve low latency [19] for mobile technologies, the IoT and smart vehicles
[20]. Another motivation is the need for distributed computing facilities that locally serve
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small-scale applications such as smart homes [21], and in some recent work [22] a system
has been considered where tasks which arrive to an edge server are either directly executed o
there, or off-loaded to a different server. 03

As early as the 1990s, the research community proposed Al-based dynamic network o
management techniques [23-26] that was later facilitated by the introduction of Software o
Defined Networks [27] to achieve improvements in network performance and security o
[28,29]. Attempts have been made to use Reinforcement Learning or more broadly Machine  «
Learning [30-32], as a tool to reduce latency and achieve power savings for tasks that are
sensitive to “quality of service” [33]. Other work has integrated security needs by managing s
tasks and flows of data so that insecure servers and networks may be dynamically avoided 100
[34,35]. Market-based bidding techniques and games to design low computational cost 1
algorithms that have been shown to offer fast solutions at low cost during simulations 12
[36,37]. Some practical experiments have tested Al in distributed edge systems using 10
Software Defined Networks to reduce latency and improve power consumption [38]. Since 104
edge systems often fulfil multiple functions and support a variety of users, the resulting 10
optimization problems are often NP-hard and heuristic approximations have often been 105
investigated [39]. 107

2. system Description 108

We consider an edge distributed computing system composed of a Dispatching Plat- 10
form (DP) which resides on a separate server, together with # machines or servers, Sy, ..., Sy, 1o
that together form a cluster that is accessible through the Internet. Each S; receives local 1
tasks to execute, as well as tasks that are allocated to it by the DP. External Tasks to be 1
executed by the edge system are received by the DP, and assigned to the servers based on 13
requests from the servers. 114

Mobile Base Station

or « End User » of
the EDGE SYSYTEM

Completed Task Results Return
from Edge System to MIBS

Task Execution

Requests by MBS A
to Edge
System DP

Task Dispatching Platform

Local Task
Arrival Rate

tO 51 ll

Local Task Local Task

Endings at S Endingsat S,

Figure 1. Architecture of an edge system that allocates incoming tasks to a set of locally connected
servers for edge Computing [40]. It is composed of a Dispatching Plaform (DP) that dynamically
exploits the n distinct servers” available capacity to allocate tasks, so as to minimize average task
delay, or to minimize total power consumption. Each server has its own incoming local flow of tasks,
and also requests and receives tasks from the DP.

The Base Station or External User shown in Figure 1 sends tasks to the DP, where they  us
are stored in an input queue as they wait for task requests from the n edge servers. 116

¢ When any S; completes the current task that it is executing, it makes a task request w7
from the DP with probability 1 < p; < 1. If the DP task input queue is empty, then the us
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request is simply rejected by the DP. If the DP task input queue contains at least one
task, then the DP assigns the task to S; with probability 0 < a; < 1.

e Thus, when S; terminates an ongoing task, a task from the incoming pool is dispatched
by the DP to S; with probability C; = p;a;, provided that the input queue at the DP is
not empty. If the DP queue is empty, obviously no task can be sent. This is equivalent
to assuming that when a server S; informs the DP that it has terminated a task, then
the DP allocates a task to S; with probability 0 < C; < 1, if the DP has a task waiting
at its input. If there are no tasks waiting at the DP, then the request from S; is rejected.

*  Note that task endings at the different servers occur asynchronously among each other,
and the decision of the DP is simply to send or not to send a new task to S;.

¢  Thus, each server has a queue of tasks, some of which have been sent by the DP and
others are local tasks that it receives and executes.

External tasks arrive at the DP at rate A > 0 (tasks per second), while each S; receives
“locally generated tasks”, e.g. from its local owner or user, or as part of its operating system,
at rate: ;
Ai>0, A=) A;. (1)
i=1
The average execution time of each task at S; is denoted by ‘ulfl.

The DP’s objective is to minimize the total average waiting time at the DP, and the
average response time at all the n servers. However, it also aims to reduce the overall
energy consumption of the system. On the other hand, each S; must execute all the tasks it
has received locally, as well as those that it has requested from the DP and that the DP has
allocated to it. The S; may need to generate income from the external tasks it receives from
the DP. On the other hand, it also needs to provide low latency (i.e. low response time) for
all the tasks it receives. The DP, as well as all the S;’s, also aim to keep the overall average
energy consumption as low as possible, both because of the cost of the energy and also
achieve greater sustainability.

2.1. Summary of Notation and Symbols and Abbreviations

In this sub-section, we present and define all the symbols that are used throughout

this paper.

. t > 0 is the real-valued time variable.

¢ DP is the task dispatching platform that transfers tasks from the end users to the
servers.

* S, denotes a server that receives tasks assigned by the DP, as well as “locally generated
tasks”, e.g. from its local owner or user or as part of its operating system.

* A > 0is the rate of arrival of external tasks to the DP.

® ), is the rate of arrival of locally generated tasks to S;.

* u; > 0is the average service rate for tasks at the server S;. Thus, the average service

e We define: p; = %, A=Yt Apandpu=Y0u;.

e 0 < p; < 1is the probability that, when S; completes the current task that it is
executing, it requests to receive a task from the DP.

* 0 < g; < 1is the probability that the DP accepts S;’s request, when the DP’s input
queue is non-empty.

*  C; = pja; is the probability that when S; asks for a new task from the DP, it receives it
provided that a new task is available at the DP.

e y(t) > 0is the non-negative integer-valued length of the queue of externally arriving
tasks waiting at the Dispatching Platform (DP) at time ¢.

e y(t) > 0is the integer-valued total number (queue length) of all the tasks that are in
the queue at S; at time £.

e kisa particular value of y(t).

time per task at S; is
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*  k;is a particular value of y;(t), and we define the vectors: 168

Y(t) = (y(t),y1(t), ., yn(t)),
K=(kki, ... ,kn),

e The following vectors are related to K = (k,ky, ... ,k,), wherek >0, k; > 0: 169

= (k—1Lki, ... kn)ifk>0,
= (

k+1,ky, ... kn), 2)
(kkl,...,i—l,... )ifki>0,
=(kky, ... ki+1, ... kn).
e @, is the fraction of external user tasks that the DP allocates to S;. 170
o CIDI»+ is the fraction of external user tasks that the DP allocates to S; to minimize the 1
average task response time of the edge system. 172
* @7 is the fraction of external user tasks that the DP allocates to S; to minimize the 1
average energy consumption per external task assigned to the edge system. 174
e X; = A;+ ®;A is the total arrival rate of tasks to server S;, i.e. the load of S;. 175
*  Xj is the upper bound for the linear approximation of the power consumption of S;, 17
and Xj;; < Wi 177
e gi= AR G the utilization rate of server S;. If g; < 0, it can be interpreted as the 17
probablhty that S; is busy processing tasks. 179
*  Rpp is the average response time at the DP for externally arriving tasks. 180
*  Rgis the average response time of all tasks at the n servers. 181
* 7T is the power consumption of server S; when the server is idle, i.e. when X; = 0. 182
* 7Ty is the maximum power consumption of server S;. It is attained when X; is just 1
under the value y;. 184
*  «; > 0is the approximate linear increase in power consumption of S; as a function of 1
the load X;. 186
e m(X;) = mip+ a;X; is the approximate power consumption of S; when its load is X;, 1
for X; < Wi- 188
e 7l is the derivative of 71;(X;) with respect to ®;. 189
* 7/ is the second derivative of 77;(X;) with respect to ®;. 19
*  Eis the average energy consumption of the externally arriving tasks that are assigned 1
by the DP to the different servers, and E == )" ; ®; ni(Xi)y;l. 192
3. Analytical Solution for the Dispatching Platform (DP) and its n servers 193

In this section, we construct a G-Network with triggered customer movement [41]. 10
where the service times at all the S; are mutually independent and exponentially distributed s
random variables, with parameter y; for S;, and the interarrival times of external tasks 19
to the DP is a Poisson process of rate A. The arrivals of local tasks at each S; constitute 1
mutually independent Poisson process with rate A;, and iare independent of all the service 1
times at the servers. Thus, in a small time interval of length At, an external task arrival 19
occurs to the DP with probability AAt + o(At), a local task arrives to any server S; with 200
probability A;At 4+ o(At), and provided that there is a local task at S; (i.e. k; > 0), alocal =
task ends its service at S; with probability u;At + o(At). Here o(At) represents a function 22
that tends to zero with At, i.e.: limp;_g (AAtt) =0. 203

Also, when a service completes at S;, the server will request to receive a new task from 20
the DP with probability p;, which will be allocated instantaneously with probability a; if 2
k > 0, or refused with probability (1 — a;), or accepted but not allocated with probability 2
C; = p;ia; when k = 0. Thus the following state transitions occur: 207

e K — K'Y with probability AAt + o(At), 208
e K — K* with probability A;At + o(At), 209
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e K0 — K, with probability u;C;At + o(At) when k; > 0 (a task at S; departs but is
immediately replaced by a task from the DP),

e K* — K, with probability ;C;At + 0(At) when k = 0 (a task at S; departs, the request
for a new task is made and accepted, but the DP queue is empty (i.e. 1[k=0]), and
therefore the DP has no tasks to send to S;),

e K'' — K, with probability y;(1 — C;)At + o(At) obtained from:

(1i(1 = pi) + wipi(1 — a;)|At + o(At) = pi(1 — C;)At + o(At), )

independently of the value of k or k;; note that these values refer to the quantities in
the vector K = (k, ky, ... ,ky).
e K — K, with probability 1 — (A + A; + p;1[k; > 0])At 4 0o(t)
Then, the probability p(K,t) = Prob[Y(t) = K] satisfies the following system (4) of
Chapman-Kolmogorov differential-difference equations:

dp(dlj/ t) = —P(K, t) [A + Ié(}lll[kl > O] + /\1)] + AP(K_O, t)l[k > 0]
+Z Aip(K™7, )1[k; > 0] + u,Cip(K ™0, 1)1[k; > 0]
+ViCiP(K+1/f) [k = 0]+ p;(1— C)p(K™, )] . 4)

We now state the following result, which we use throughout this paper. The proof of
Theorem 1 is detailed in Appendix 1.

Theorem 1 (Key Product Form Result) Assume that the arrival processes whose rates are
A, Aq, ..., Ay areall independent Poisson processes and that the servicerates p;, 1 <i < n
are parameters of independent exponentially distributed random variables, which are also
independent of the inter-arrival times. Then if the system of simultaneous non-linear
equations:

A Ai +qqipiCi pi -
= ==, ;= = 7 1 S 1 S n, 5
I Yz qiniCi L Hi 1—4G; ©

has a solution that satisfies 0 < ¢ < 1, 0 < g; < 1, then this solution is unique, and:

tlggo Prob [x(t) = k,x1(t) = k1, ... ,Xn(t) = kq]

n

D Ta(1-a), (6)

i=1

where:
q= tle Prob[x(t) > 0], qi = tham Prob[x;(t) > 0] . (7)

Note: The denominator of the expression for g in (5) represents the fact that each server
S; will notify the DP with probability p;, when S;’s ongoing job ends, that it is ready to
receive a task from the DP, and that the DP will respond by sending a task to S; with
probability a;, so that C; = p;.a;. The rate at which such requests arrive to the DP from S; is
therefore g;4;p;, and the rate at whicch the DP sends tasks to S; is g;4;C;. Note that both of
the equations in (5) are non-linear, contrary to those of an ordinary “Jackson” (open) or
“Gordon-Newell” (closed) product-form queueing network [42,43].

Corollary 1.1 From (6), it is easy to show that when g4 < 1 the average total number of jobs
in steady-state Npp in the input queue to the DP is:

NDPzilzq/ (8)
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and the average total number of jobs in steady-state N; that are in the input queue of S; is:

N; = fq' . ©)

The expression for g; in (5) has the intuitive property that we now prove, namely when
the stationary solution exists, the total incoming flow of jobs to the DP and the servers S; is
identical to the outgoing flow of jobs whose service ends at the n servers, which we use in
the proof of Theorem 1 given in Appendix 1.

Lemma 1 Let us denote:

n
A=Y A (10)
i=1
Thenif 0 < g; <1, 0 < g < 1it follows that:
n
Y qini=A+A. (11)
i=1

Remark The expression (11) is an intuitive “flow conservation” identity in steady-state
for a stable system, which states that all the work which arrives at the DP, or which arrives
locally to the 7 servers, is eventually processed by one of the # servers.

Proof of Lemma 1 As a consequence of the expressions for 4 and g; in (5), we can write:

n
Z qipi =
i=1

(9C)",

=
agk

Il
—_

A1+

i 1=1

and using the expression for g in (5), we obtain:

n A& A Ay
Lo TN PR R v R UL

which completes the proof. QED

Corollary of Lemma 1 Since we assume that0 < ¢; <1, 1 <i < m:

Denoting p; = ;\l:, we have : p; <1 —qC;, and hence C; < ! ;pi. (13)

1

4. Minimizing the Average Response Time or Average Delay at the DP

The well-known “Little’s Fomula” [44] can be used to compute the average response
time of tasks entering through the DP, or for tasks entering the edge system composed of n
servers. Since A is the total arrival rate of such tasks, and gg;u;C; is the arrival rate of these
tasks to server S;.

Since A is the total arrival rate of such tasks,, if Rpp denotes the average response time
of tasks at the DP before they are assigned to a server, by Little’s Formula and equation (8)
in Corollary 1.1 we have:

~ Npp 1 ¢
Rpp = —5 “ATg (14)
and we would like to know how we should choose the C;, i = 1, ..., so as to minimize
Rpp. To this effect, the following result is needed:

4%: 1t follows that D; < 0, d;; <0,

Theorem 2 Let 0 < g; < 1, and denote D; = ;—g, di]- =i
i j

and d; >0fori,j =1, ..n, j#i.
The proof of Theorem 2 is given in Appendix II.
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Using (14), we can derive:

dRpp _ 1 D; dRpp _ 1di(1—q)+D;F (15)
C;  Al—gq  dC2 A (1-g)2

Then also using Theorem 2, we have dggp < 0and d?ég” >0fori=1, ...,n.

Theorem 3 Using (14), (15) and Theorem 2, it follows that for fixed A, the average response
time Rpp for a task that arrives from the MBS or an external user to the DP, until it is
assigned to one of the server input queues, is minimized with respect to 0 < C; < 1 by
taking the largest possible value of C;, which is C; = 1. When all the C;, 1 < i < n are set
to C; = 1, then Rpp attains its minimum value wth respect to the vector C = (Cy, ..., Cy).

5. Minimizing the Average Response Time R at the edge servers

The different edge servers will have different task processing rates y; and different
local task arrival rates A;. Therefore it is worth understanding how the DP should share the
tasks that it receives among the edge servers so as to achieve a minimim average response
time Rg for all the tasks, both those that arrive locally to each server and those that are
assigned by the DP. Let ®; denote the proportion of incoming external tasks that the DP

assigns to server S;:
n

qipiCi
O = Y@=, (16)
i ainiC’ S
so that the total arrival rate of tasks arriving to reach S; is A; + A®;. As a result, when
g<1,q;<1,i=1, ..,n, in steady-state the average number of tasks N at the n servers
can be obtained from (6) in Theorem 1 as:

n n
qi A + AD;

Ng=) N;= , where g = ———, 17)

LN = Lq g whereqi = =

and by Little’s Theorem we have:
1 1 q,‘ 1 L /\i + A@l‘ 1

Re = = , where A = Aj. 18
S A+)\i:211—ql' A+Ai;ﬂi—?\i—/\‘1’i 1; l 1o

We can now state the following result whose proof is given in Appendix III.

Theorem 4 Let0 < g <1, 0 <g; <1forl <j < n. Then the average response time
at steady-state for all tasks that are processed by the 1 servers, denoted by Rg, attains its
global minimum with respect to the vector & = (®y, ..., ®,,), when ®; is equal to CID;‘:

Hj

] KA p—A-A m . o
CD] B A A [l’l &]/1_]_n,wherey_;‘u],
i=1 M j=
Hj I
VR g VE
a n o [B +A[Vf Aj—(p—=2) ; ﬂ],1§]§n. (19)
[121 }11] [1—1 Vl}

H1
pand ———, (20)
(X /4]
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can be computed in advance once and for all for a given set of 1 servers since they only 2
depend on the server speed parameters y;, i =1, ..., n, and do not need to be re-computed 200
for each decision. A is known by the DP which locally monitors the external arrival rate of 20
tasks, and no communication is needed to update A. The parameters A; must be updated in 22
(19), and should be sent by each S; to the DP (where the task assignment decision is taken) 2
each time A; changes. This boils down to a periodic communication overhead of at mosta 2.
total of n packets that are sent from the servers to the DP. From a computational standpoint, s
obtaining (19) only requires four additions and subtractions and two multiplications for 20

each of the n values <I>]’-‘. 207
Corollary 4.1 The minimum value of Rg, denoted Rj is: 208
1 n A + AD* 1 n .
Rs =% : A]®* = ATi L o ‘ 1)
+/\]-:1]/l]'—}\]'— i +)\]':1,uj* %)L]*Aq)]*

Corollary 4.2 In many cases of interest, an edge system will be composed of the DP and 20
n identical servers S; which will in general have different local loads A; so that we will 300

have y; = p, 1 <i < n. In this case, Rg is minimized when: 301
* * )\1 - )Li . * 1 Z?:Z()Li - /\1)
6. Minimizing Energy Consumption 302

An important system performance metric of interest is the energy consumption of the 0
system. As an example, the measured power and energy consumption characteristics of an  sos
Intel NUC processor [45] that is widely used in edge systems, are shown in Figure 2 based  s0s
on accurate measurements that were reported in [46]. 306

Let us note from (11) and (12) that A is the total arrival rate of external tasks to the DP; o
these are in turn assigned by the DP to the n edge servers. Also, we define X; = A; + AD;, 0
where (as previously in this paper) A; is the local arrival rate of tasks to S;, and ®; is the 0
fraction of externally arriving tasks that are allocated by the DP to S;. 310
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Figure 2. The curve on the left shows the power consumption that was measured on a NUC, versus
its overall arrival rate of workload. There is a substantial power consumption of close to 63% of its
maximum value when the NUC is idle. We observe that the power consumption attains its maximum
value of 30 Watts as the workload increases. The curve on the right shows the corresponding energy
consumption per arriving request, in Joules, as a function of the load.
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The left-hand curve in Figure 2 shows the rise of the power consumption as a function su
of its load, expressed as the arrival rate of workload to the NUC, starting from a value of s
roughly 19 Watts when the NUC is idle, and attaining a maximum value of approximately s
30 Watts, when the NUC is fully loaded. The right-hand curve in Figure 2 shows the energy s
consumption in Joules per arriving request as a function of the total arrival rate of tasks X; s

to server S;. 316
Indeed, the left-hand curve of Figure 2 and the different measurement curves shown a7
in Figure 3 also suggest the following representation for 77;(X;) of server S;, where X; = s

Ai + AD;, rising from the power consumption 7tjy when S;, up to a maximum power s
consumption denoted by 7t;. Thus, these measurement results indicate that the power o
versus workload characteristics of a server may be represented by a piece-wise linear s
approximation consisting of a straight line from X; = 0 to X; = Xj; with a positive slope, sz
and a second flat (nearly zero slope) straight line from X;; to higher values of X;. Also, Xj; =2
is smaller than the maximum processing or service rate y; of server i. We therefore use this s

observation to express the approximation for 0 < X; < Xj; with 71;(Xj1) = 7y, as: 5
mi(Xi) = mo, if X;=0,
= o+ X, if 0< X < Xy <y, (23)
where «; > 0 is a positive constant that depends on the specific server being considered. s
We can then define the first and second derivatives of 77;(X;) with respect to ®;: 327
dm;(X;) a2 (X;)
s b s VA St A i VA 24
T e T T e 24
when i # 1, we have for X; < y;: 328
i =N, T =0, for a; >0, when0 < X; < Xj1 . (25)
Also, since &1 = 1 - Y , ®; we have % = —1 fori # 1. Thus, the first and second s
derivatives of 711 (X; ) with respect to ®; for i # 1 are: 330
dmy (Xq) d*mi (X1)
Tbi - _lxlA, fOI’ 0(1 > 0, T{)lz - O, f01’ 0 S Xl < Xll . (26)
6.1. Allocating Incoming Tasks to Minimize the Average Additional Energy Consumed by the 331
Servers 33

If the DP sends an externally arriving task to server S;, we know that the task will wait s
for some time, and then that it will be processed during ]41.*1 time units on average. If the s
power consumption of S; is 7t;, and P; is the probability that the DP has chosen to send the s

task to S;, then the energy that is is consumed by the task is simply 71; x ;4;1. 336
Therefore, the expected average energy consumption E for executing a task sent from s
the DP to the edge system composed of n servers is: 338
n
E=Y[®x i l>]. 27)
i=1 Hi
This leads us directly to the following result whose proof is given in Appendix IV. 330

Theorem 5 Assuming the power consumption characteristic given in (23), the proportion s«
of incoming traffic that should be allocated to server S; to minimize E forj = 2, ... ,nis: 341

X1Hj 1 Hi
o = —L Ll 28
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Figure 3. We illustrate the measured characteristics of the power consumption IT;(X;) along the
y-axis in Watts versus the load X; along the x-axis in tasks/sec, for several different servers, showing
the approximately linear increase of power consumption at some rate x; > 0 which depends on
the characteristics of the different processors, between the zero load level (no task arrivals) which
corresponds to 71y , up to close to the maximum value of the power consumption (that we denote by
7tjp - Note that the value Xq; cannot exceed the maximum processing rate of jobs y; of S;. The linear
characteristic is displayed as a straight red line on top of the measured data that is also shown in the
figure. The rightmost curve refers to the NUC whose characteristics are discussed in Figure 2.

where ) . o
n i i
o — L+ o5 Bl — ke 29)
R T S
p —=2 w

As would be expected, when all the servers are identical with ;g = 7j1, a; = a1, y; = 11
fori =2, ..,n, we have ® = %,andCID;r =/, 2<j<n

Communication Overhead and Computational Overhead: Since the parameters a;, i, 7
are fixed and can be known in advance for the servers S i j=1, .., n, the terms Z?:z[%) —
. MU
for j = 2, ..., n. The only parameter in (28) and (29) which must be measured is A; it
is measured directly by the DP which uses it to compute the values of ®; that minimize
E. Therefore there is no communication overhead involved in choosing the fraction of
externally arriving tasks assigned to each server, so as to to minimize the additional
average energy consumption E. Considering the computational overhead, we note that the
computation of ®;" will involve an additional addition and two divisions. The computation

of each of the remaining @ involves one additional multiplication, one division and one

and % (05l — Ttjp] can be computed just one time in advance
j H1

addition. Thus we see that the number of arithmetic operations needed to compute all of
the n values of <I>j+ is 3n for each new value of A.

7. Conclusions

edge computing systems, composed of clusters of processors, are particularly impor-
tant for supporting the low latency, high throughput and low power consumption needs
of mobile base stations and other communication systems. Their aim is to provide crucial
low latency and sustainable low energy consuming services for the Internet of Things, and
support the transition of communications to 5G and 6th Generation (6G) mobile networks.
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Thus considerable work has been devoted to the design of different types of algorithms for
configuring them, dynamically or statically, so as to optimize the allocation of tasks to edge
system servers.

Much prior this work has used Machine Learning including Reinforcement Learning,
non-linear optimization methods, and market based mechanisms, and some of these
methods have been tested in experimental environments. Though this work has been
extremely useful in generating experience about the manner in which edge systems can
be implemented, it has comes at the cost of extensive simulations and time-consuming
real-system experimentations. Furthermore, the machine learning-based approaches such
as our earlier work [10,46], does not provide insight into the fraction of tasks that should
be allocated to different servers to achieve optimality.

Thus in the present work, we have addressed the edge computing design process
through an analytical model that results in explicit formulas for optimal task allocation,
to minimize task latency, and minimize the energy consumption of the system as a whole.
We have shown that this approach leads to simple formulas that provide the optimum
share of externally rriving tasks that should be assigned to each edge server. We have also
observed that these formulas are computationally very simple and that they lead to very
low communication overhead. In future work we plan to prioritize the execution of locally
generated tasks and remote tasks and include the effect of different types of tasks being
executed in the system.

We also plan to implement the proposed algorithms in an experimental test-bed and
compare various machine learning based algorithms and other simple heuristics (such as
greedy algorithms) to see how close they can get to achieving the optimum performance
obtained via the analytical approach.
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Appendix 1: Proof of Theorem 1 (Key Product Form Result)

For the equations (4) in steady-state, we set %

to write:

= 0, and drop the dependency on ¢
n
p(K)[A+ ) (uillk; > 0]+ A;)]
i=1
n
= Ap(K")1[k > 0]+ )_ [Aip(K~")1[k; > 0]
i=1

+uiCip(KO)1[k; > 0] + p;Cip(K*)1[k = 0]
+pi(1 = C)p(KH)]. (30)
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then divide both sides of (30) by p(K) and substitute the expression from (6), to obtain:

[A—!—

ol

i=

THi

n
A

Y (uillk; > 0]+ Ay)] = ;Hk > 0]

i=1

Ai

q—lk > 0] 4+ u;Cigllk; > 0] 4+ p;Cig;1[k = 0]
1 i
(1-Ciail,

Now substituting p;q; = 17/\—,11(:] from the expression for g; in (5), and the expression g =

AY! 1 qiiC; we have:

n

A+ (pillk; > 0]+ A))] = i%’ﬂicil[k > 0]

i=1
n

+ Y [pi(1 —qCi)1[k; > 0] + p;Ciql[k; > 0] + p;Cig;1[k

i=1
+pi(1 -

and k = 0], we get:

i=1

Ci)ail,

or cancelling identical terms with opposite signs, and summing identical terms for k > 0

n

A+ Yo trlhs > 01+ ) = e

n

= i=1

+Z I/ll k >0 +,uz( Cz)‘]i}'

=

—_

=0

Now cancelling identical terms on both sides of the equation, and also canceling identical
terms with opposite signs on the right hand side, we remain with:

n n
A+ Z/\i = Z}llql
i=1 i=1

However by Lemma 1, the right hand side and left hand side of the above equation are
identical, hence the solution (5), (6) has now been proved. The uniqueness of the solutons of
the non-linear equations (5) follows from the known uniqueness of the staionary solution of
the the Chapman-Kolmogorov differential-difference equations (4) [47,48]. This completes
the Proof of the Key Product Form (Theorem 1). QED

Appendix II: Proof of Theorem 2

We use (5) to derive:

ji

AL i+ qini]
(X7 9;miCl?

qZ n
= — AL diniCi + aiml,
=

D;Cj+q1i =]
- T

qZ
= LIDiC;+q1li = f).
Oj

(31)

(32)
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As a consequence, we can write:
72
7]

Py N
D = _Xg 7 Gt qigl,

o, ikl + %qcz‘}

- 2 L
n
A+go)i p*]j.”jc]‘
qipill + {tqCil
q —,
Y aimGill+ Q%Cj]
Ai

_ (1-4C;)?

n AiGi

Thus (33) tells thus that if 4 > 0 and all the g; > 0, then all the D; < 0.

Now substituting (33) back into (32), we have:

AGj

072 072 (1—4C))?
di = qlhli= - L
ji ) AC
Pi Pi Y o
9;G;
2 2 I
TG oo o ik 0f
= gl 1fi=j] - 5 —L—],
2 pi G
'He:
2 ]
qi . ,0]
= gli[l[i=j]—u—"L —
e T

(33)

(34)

Since the first term (which is non-negative) in (34) vanishes when i # j, we can see that

dji <Of0ri7£j.

The last part of the proof must establish that d;; > 0. Using (34) we write:

qz uiCi
dll = qil [1 - 2 7
0i n 4G
I=1 " p

so that d;; > 0is obvious aslongasn > 1,0 < q; < 1 and all C; > 0. Hence under these

conditions, we have d;; > 0. This completes the proof of Theorem 2. QED

Appendix III: Proof of Theorem 4.
We start from (16) and (18) to write:
1 n )L] + AP,
A+)\i:21]xli—)\i—[\q)il

Rg =
i=2

n
with®; =1-)_ @;,

(35)

414

415

416

418

419

420

421

422

423



Version January 3, 2025 submitted to Journal Not Specified 150f18

so that for 2 < i < n we have ‘Zg)l = —1and: 24
dRs _ A(pi—Ai — A®;) + A(A + ADy)
dd; (Hi — Aj — AD;)?

1 [A(m — A1 — ADy) + AN +Ad>1)]

A+A (1 — Ay — ADq)2
A Hi H1
_ _ , 36
A A G A= ABE (i — A — AG))2 (30
d’R A? ;
s = [ 4 n___). (37)
d®; A+A (i — A= AD;)3 (1 — A — Ady)

Since g; < 1forall1 <i < n, it follows from (37) that % > 0. Therefore the minimum of s
Rg with respect to ®;, i =1, ..., n is obtained from (36) when: 426
dRS Hi *

0, =0, 0r (@ — A —ADP]), /| — " =u—Ai— AP} . (38)
Using ] =1 — o @7, and summing both sides of (38) over 2 < i < 1, we have: a2

n .
(yl—/\l—Acp’{)Z ﬂ:y—yl—A+A1—A+Aq>*, or

n .
A1+ Y E — A1) 1+Z +(H—A—A), or
i— Vl
A-A A A-A V@
ADE = ylf/\lfyi and @ =12 M (39)
1 _|_Z A A n K
2\ =1V
and the proof is complete QED. 428
Appendix IV: Proof of Theorem 5. 420
Let us use the notation E/, E/, and 71, to denote %, 55152/ and Zg’, 1 <j < nrespec- 4o
tively. Using the fact that 2}1:1 ®; =1, we obtain the followirllg expressions for i # 1: 31
/ noom &l
El=T0 x5 T M (40)
Hi Hi M V
!l P 7-,_—' e T[”
E/ = L4+ ®;x L+ L4 1+ A S (41)
Hi Hi Hi P10 Hi M1
we see easily that E' > 0 when 0 < X; < Xj; fori # 1. Thus, for i # 1 the value ®; of ®; w2
which minimizes E is attained by setting E/ = 0 in (40), leading to: 433
T, 7T
oL = @f—l—f—ﬂ—ﬂ or
Hi H1o M1 Wi
o — @ X1 n ‘7T10+IX1)\1 +&1@T—A _ 7Ti0+lxi)\i+txiq>i+/\
P Ty i Ap ;A '
i A Hitq A 7-[10 — TTjo L
2o = el | st i |0~ o , yield
' Ve © Ape A ;A yrenamns
V
17010 — 7Tio
of = @fHY l 42)

! H1ki D‘zA
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Summing both sides of (42) from 2 to n we get:

Ky & TT;
S Amz -y ,,;

2
X ,ul Hi Z é 4o .
= qﬁ - — Y @, implying that :
mz AMZ 3 L@, implying
n n
21— 0F) = @iy M @+¢+ﬂ Bi oy T o
n n n
21-@f) = 20f Ly Big IOy By 0 yparyiels
( v " ;0“ Am;(xi ;A(xi Y
1+LG@_m&:
(DT = 27 2[ m 0‘1]. (43)

1+“12n%

Finally, (42) and (43) provide us with the expression:

of = @fHt . TR o TE T gt
piei o A wipy  Aw;
I—— 1 Hi .
= @ w27, [710 " Tio) - (44)
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