- [[TTS

INSTYTUT INFORMATYKI TEORETYCZNEJ I STOSOWANEJ
POLSKIEJ AKADEMII NAUK

KWANTOWE WYSZUKIWANIE ARCHITEKTURY DLA
WARIACYJNYCH ALGORYTMOW KWANTOWYCH
WSPOMAGANE UCZENIEM ZE WZMOCNIENIEM

ROZPRAWA DOKTORSKA

mgr Akash KUNDU
Promotor:
dr hab. Jarostaw MISzZCZAK

Gliwice, 14.02.2024






- [T1S

INSTITUTE OF THEORETICAL AND APPLIED INFORMATICS, POLISH
ACADEMY OF SCIENCES

REINFORCEMENT LEARNING-ASSISTED QUANTUM
ARCHITECTURE SEARCH FOR VARIATIONAL QUANTUM
ALGORITHMS

DOCTORAL DISSERTATION

mgr Akash KUNDU

Supervisor:
dr hab. Jarostaw MISzZCZAK

Gliwice, February 14, 2024






Contents

[Acknowledgement| 9
[List of publications| 13
[Abstract in Polishl 15
[Abstract in English| 17
(1__Introductionl 13
2__Preliminaries| 19
[2.1 Variational quantum algorithms| . . . . . . . . ... ... ... ... 19
2.1.1 Cost functionl . . . . . ... ... .. ... .. 20

1.2 Ansatzel . . . . ... 23

[2.2  Basics of reinforcement learning| . . . . . . ... ... 28
[2.2.1 Finite Markov decision process| . . . . . . . ... ... ... 29

[2.2.2  Optimal value tunction| . . . . . . . ... .. ... ... ... 36

[2.2.3  Model-Free learning|. . . . . . . ... ..o 38

[2.2.4  On-policy and off-policy learning| . . . . . . . . .. ... .. 43

[2.3  RL-based quantum architecture search algorithm| . . . . .. . . .. 49

[3 Reinforcement Learning assisted Variational Quantum State |
[ Diagonalization: RL-VQSD | 53
(3.1 Introductionl . . . . . . . . .. 53
B.2 Previousworkl . . . . ... ... 56
(3.2.1 The VQSD algorithm|. . . . ... ... ... ... .. ... . 56

[3.2.2 The cost functionl . . . . . . ..o 57

[3.2.3  Benchmarking the performance of LHEA| . . . . . . . . . .. 58

[3.3  Components of RL-VQSD algorithm| . . . .. ... ... ... ... 61
3.3.1 RI-Statel. . . . ... ... ... 61

.32 Rl-actionl . . . .. .. ... ... .. ... 63

.33 Rl-reward . .. . . ... ... ... ... ... ... 65




B34 RL-VOSD| . . .. ... 66

[3.4  Diagonalizing quantum state with RL-VQSD|. . . . . ... ... .. 67
[3.4.1 Two-qubit states| . . . . ... ... ... 67

[3.4.2  Three-qubit reduced Heisenberg model . . . . . . . .. . .. 69

[3.4.3  Four-qubit reduced Heisenberg model| . . . . . . . . .. . .. 72

[3.4.4 Performance of random searchl . . . . .. ... ... ... .. 74

[3.5 Takeaways . . . . . . . ... 75

[4  Ansatze synthesis using curriculum reinforcement learning for |
[ wvariational quantum eigensolver| 77
(4.1 Introductionl . . . . . . ... 7
[4.1.1 Previousworks . ... ... ... ... ... ... ... ... 79

4.2  Groundworkl . . . . . ..o 81
[4.3  Agent and environment specification] . . . . ... ... ... 82
[4.3.1 The tensor-based vs integer encoding| . . . . . . . . .. ... 83

[4.3.2 lllegal actions: The reduction of search space|. . . . . . . .. 84

[4.3.3 Investigation of reward function| . . . . . . ... ... 85

[4.3.4  Random halting: quickly discovering compact ansatz] . . . . 87

[4.3.5 Multistage ADAM-SPSA algorithm| . . . . . ... ... ... 88

4.3.6  Pauli-transfer matrix formalism on GPUl . . . .. ... . .. 89

[4.4  Curriculum reinforcement learningf. . . . . . . . .. ... ... ... 89
E5 Resulfd. . . . . .o 90
[45.1  Noiseless casel . . . . . . . . ... oo 91

[4.5.2 Noisy casel . . . . . . . . . ... 91

[4.6 Takeaways . . . . . . .. ... 95

[>  Variational certification of quantum channels: An application of [
[ RL-VQSD| 99
Ol Introductionl . . . . . ..o 99
0.2  Groundworkl . . . . ... Lo 102
(21  Problem statement] . . . . .. .. ... 0oL 102

[5.2.2  The algorithm| . . . . . . ... ... ... .. ... 103

(23 Noisemodeld . . . . ... .. ... 105

[>.2.4  Error quantification|. . . . . . . ... ... 107

B3 Resulld. . . . ... 107
[.3.1 One-qubit quantum channell . . . . . . ... ... ... ... 108

b.3.2 Two-qubit quantum channell . . . . . . . ... ... ... .. 112

0.4 RIL assisted variational channel certificationl . . . . . ... ... .. 112
b5 Conclusion|. . . . . . . .. 113
.6 Takeways| . . .. ... 113




6 i ons

(__Conclusions|
[7.1 Strengths and Advantages . . . . . . . . ... ... ... .. ....
(7.2 Limitations and Future Workl . . . . .. ... ... ... ... ...

(Bibliography|

(A Basics of quantum computing|
[A.1 Quantum states| . . . . . . . . . ...
[A.2 Quantum gates| . . . . . . . . . ...
[A.3 Quantum channels| . . . . ... ... ... 000

(B Proof of Truncated Fidelity Bound [5.6|

|C lllegal actions elaboration|

(D Implementation of components of RLQAS|
[D.1 RL-state implementation| . . . . . . . .. ... ... ... .. ....
[D.2 Illegal actions implementation| . . . . . .. .. ... ... ... ...
[D.3 3-stage Adam-SPSA pseudocode and hyperparameters setting]

117

121
122
123

139

141
141
142
142

145

147







Acknowledgement

First and foremost, I would like to express my sincere gratitude to my supervisor
Jarostaw Adam Miszczak (Jarek). During the transition from my master’s to a
doctoral degree, I was very unsure that I would even get a PhD position, having
completed my master’s thesis in cosmology. But during our first interview, his
calm and friendly behaviour inspired me, and I guess later, he saw something in
me and decided to give me the position of a contractor in his group. In the initial
few months, I explored topics from quantum information to quantum computing
to find something I could decide to work on throughout my thesis. Then, on a
summer afternoon, I came across one of his papers on the certification of quantum
devices, which encouraged me to implement the algorithm and delve into the world
of variational quantum algorithms.

Throughout my doctoral studies, whenever I had an idea or a glimpse of an idea,
I unhesitantly could discuss it with him and return with valuable insights. Besides
the technical guidance, over the past four years, Jarek provided the necessary fuel
to develop my soft skills and be a better researcher and human being. Thank you
Jarek, 1 could never forget all those remarkable days when you took us on a cycling
tour around the city and all those weekly lunch days to try various regional cuisines
of the Silesian region in Poland.

I want to convey my gratitude to Ludmila Botelho, Adam Glos, Ozlem Salehi
and Krzysztof Domino. Me and Ludmila got the contractor position in Jarek’s
group. When I arrived in Poland, we were more like best buddies than colleagues.
We not only used to brainstorm about various cool ideas and concepts related to
quantum physics, but we would take these discussions to restaurants and cafes
and play many co-op video games together. During the first few months, it was
Adam, who was then a final year PhD student in Jarek’s group, who came out
with an exciting method of improving variational quantum algorithms based on
mid-circuit measurement. Because of him, I got my very first project to work
in variational quantum algorithms and learned an unprecedented amount of new
stuff and programming tricks from him. Thank you Zoltdin Zimbords for helping
me clarify many concepts during the project. Soon, Ozlem joined our group as a
postdoc, whose supervision helped me to delve into the world of quantum annealing.




Along with Adam and Krzysztof, we solved many interesting real-world problems
related to test vehicle production and railway scheduling problems with quantum
annealing.

A very special thanks to Mateusz Ostaszewski, whose work on applying rein-
forcement learning for optimizing variational quantum circuit architectures initially
inspired me to investigate quantum chemistry problems using machine learning.
Afterwards, I had many technical and nontechnical discussions with him about
various approaches to enhance the search for optimal quantum circuit architectures.
This eventually led me to complete my reinforcement learning-assisted quantum
architecture search thesis. We met only twice physically, but our several hours
of long virtual meetings and writing enormous lines of code were equally enter-
taining. During my project with Mateusz, I met Yash Patel, Onur Danaci, and
Vedran Dunjko from the University of Leiden and I learned a lot throughout our
collaboration. I sincerely thank my doctoral committee for reading this thesis and
giving me valuable comments to improve it.

During the past few years, I have shared memories with many offline and online
Mert Nakip, Godlove Kuaban, Aleksandra Krawiec, Ryszard Kukulski, Paulina
Lewandowska, Konrad Jatowiecki, Mohammed Nasereddin, Nur Kelesoglu, Zakaria
Mzaouali, Marek Gluza. Thank you for those fantastic memories. Thanks to Lukasz
Zimny for successfully resolving most technical issues related to my office desktop.

I am grateful to Tamal Acharya, who helped me meet Aritra Sarkar, a postdoc
at TUDelft. In the past couple of years, we collaborated on various interesting
projects and shared remarkable memories. It is Aritra who introduced me to one
of the lectures by Swami Sarvapriyananda, which finally made me fascinated by
Advaita philosophy and follow it—this period of my life enabled me to dive into
philosophy and explore the spiritual aspects. Personally, it is impossible to express
in words the amount of amazing time I have shared with Aritra online and offline,
so I will pass it in silence.

One of the best decisions I made during my PhD was to join QIndia. It has
emerged as a globally connected network driven by a shared passion to promote
quantum research in India. Our very organic online meeting makes it hard to believe
that I have never physically met many of the community members yet. Thank you
Rishi Sreedhar, Rajiv Krishnakumar, Karthigeyan Shankar, Jyoti Faujdar, Devika
Sharma, Ameya Nambisan, and all the other core team and participating members.

Thank you Chandika for inspiring me to pursue a master’s degree in physics
and for encouraging me to pursue a PhD. I express my gratitude to my friend
Kuba Gornicz for always being there to support me whenever I needed him the
most during my stay in Poland. My warmest gratitude is for one and only Sara,
who emotionally supported me in the past few months. She definitely made me a
stronger person. Her influence helped me finalise the thesis.

10



Last but not least, I want to thank my Maa, Sujata Kundu whose incredible
hard work and dedication to raise me and my brother Surja Kundu up in a perfect
environment even though the outside situation was far from it. You are my main
inspiration to carry myself this far. Thank you for sacrificing so much and educating
me. There are many instances I felt demotivated during my doctoral studies; I
don’t know what I would do if I did not have you and Surja to share my emotions
and feelings and get advice from you.

11



12



List of publications

Publications relevant to this dissertation are highlighted using bold font.

1.

Akash Kundu, Przemystaw Bedelek, Mateusz Ostaszewski, Onur
Danaci, Yash J. Patel, Vedran Dunjko, Jarostaw A. Miszczak;
Enhancing variational quantum state diagonalization using rein-
forcement learning techniques, New Journal of Physics, Vol. 26,
pp. 013034 (2024), arXiv:2306.11086, DOI:10.1088/1367-2630 /ad1b7f
Code: https://github.com/iitis/RL_for_VQSD_ansatz_optimization

. Yash J. Patel, Akash Kundu, Mateusz Ostaszewski, Xavier Bonet-

Monroig, Vedran Dunjko, Onur Danaci; Curriculum reinforce-
ment learning for quantum architecture search under hardware
errors; Accepted to The Twelfth International Conference on
Learning Representations, 2024, https://openreview.net/forum?id=
rINBD8jPoP. arXiv:2402.03500

Code: https://anonymous.4open.science/r/CRLQAS

. Akash Kundu, Jarostaw A. Miszczak, Variational certification of

quantum devices; Quantum Science and Technology, Vol. 7, No. 4,
pp 045017 (2022), DOI:10.1088/2058-9565 /ac8572, arXiv:2011.01879.
Code: https://github.com/iitis/variational_channel_fidelity

Ludmila Botelho, Adam Glos, Akash Kundu, Jarostaw Adam Miszczak, Ozlem
Salehi, Zoltan Zimboras, Error mitigation for variational quantum algorithms
through mid-circuit measurements; Physical Review A, Vol. 105, No. 2,
pp. 022441 (2022), arXiv:2108.10927 DOI:10.1103 /PhysRevA.105.022441.
Code: https://github.com/iitis/method-of-continuation-qgaoa

Krzysztof Domino, Akash Kundu, Ozlem Salehi, Krzysztof Krawiec, Quadratic
and higher-order unconstrained binary optimization of railway rescheduling
for quantum computing; Quantum Information Processing, vol. 21, No. 9,
pp. 337 (2022), DOI:10.1007 /s11128-022-03670-y.

Code: https://github.com/iitis/railways_HOBO

. Adam Glos, Akash Kundu, Ozlem Salehi, Optimizing the Production of Test

Vehicles Using Hybrid Constrained Quantum Annealing, SN Computer Science,

13


https://arXiv.org/abs/2306.11086
https://doi.org/10.1088/1367-2630/ad1b7f
https://github.com/iitis/RL_for_VQSD_ansatz_optimization
https://openreview.net/forum?id=rINBD8jPoP
https://openreview.net/forum?id=rINBD8jPoP
https://arXiv.org/abs/2402.03500
https://anonymous.4open.science/r/CRLQAS
https://doi.org/10.1088/2058-9565/ac8572
https://arXiv.org/abs/2011.01879
https://github.com/iitis/variational_channel_fidelity
https://doi.org/10.1103/PhysRevA.105.022441
https://github.com/iitis/method-of-continuation-qaoa
https://doi.org/10.1007/s11128-022-03670-y
https://github.com/iitis/railways_HOBO

10.

11.

12.

13.

Vol. 4, 609 (2023), DOI:10.1007/s42979-023-02071-x.
Code: https://github.com/iitis/bmw-qchallenge

Akash Kundu, Jarostaw A. Miszczak, Transparency and Enhancement in
Fast and Slow Light in q-Deformed Optomechanical System, Annalen der
Physik, Vol. 534, No. 8, pp. 2200026 (2022), DOI:10.1002/andp.202200026,
arXiv:2205.15800.

Hao-Jie Cheng, Shu-Jie Zhou, Jia-Xin Peng, Akash Kundu, Hong-Xue Li,
Lei Jin, Xun-Li Feng, Tripartite entanglement in a Laguerre—Gaussian
rotational-cavity system with an yttrium iron garnet sphere, Journal of
the Optical Society of America B, Vol. 38, No. 2, pp. 285-293 (2021),
DOI:10.1364/JOSAB.405097.

Akash Kundu, Chao Jin, Jia-Xin Peng, Study of the optical response and
coherence of a quadratically coupled optomechanical system, Physica Scripta,
Vol. 96, No. 6, pp 065102 (2021), DOI:10.1088/1402-4896 /abee4{.

Akash Kundu, Chao Jin, Jia-Xin Peng, Optical response of a dual membrane
active—passive optomechanical cavity; Annals of Physics, vol. 249, pp. 168465
(2021),

DOI:10.1016/j.a0p.2021.168465.

Akash Kundu, SD Pathak, VK Ojha; Interacting tachyonic scalar field,
Communications in Theoretical Physics, Vol. 38, No. 2, pp 285-293 (2021),
DOI:10.1088/1572-9494 /abctbl.

Turbasu Chatterjee, Shah Ishmam Mohtashim, Akash Kundu; On the varia-
tional perspectives to the graph isomorphism problem, arXiv:2111.09821 2021,

Akash Kundu, Tamal Acharya, Aritra Sarkar; A scalable quantum gate-based

implementation for causal hypothesis testing, 2023, DOI:10.48550 /arXiv.2209.02016.

Code: https://github.com/Advanced-Research-Centre/QaCHT

14


https://doi.org/10.1007/s42979-023-02071-x
https://github.com/iitis/bmw-qchallenge
https://doi.org/10.1002/andp.202200026
https://arXiv.org/abs/2205.15800
https://doi.org/10.1364/JOSAB.405097
https://doi.org/10.1088/1402-4896/abee4f
https://doi.org/10.1016/j.aop.2021.168465
https://doi.org/10.1088/1572-9494/abcfb1
https://arXiv.org/abs/2111.09821 2021
https://doi.org/10.48550/arXiv.2209.02016
https://github.com/Advanced-Research-Centre/QaCHT

Abstract in Polish

Istotna przeszkoda w erze zaszumionych komputerow kwantowych sredniej skali
(ang. NISQ — Noisy Intermediate-Scale Quantum) jest konstrukcja obwodéw kwan-
towych, ktore pozwola na wykonanie uzytecznych algorytmoéow kwantowych i sa
zgodne z ograniczeniami narzuconymi przez obecne ograniczenia sprzetu kwanto-
wego. Aby sprosta¢ tym wyzwaniom w obecnie dostepnych urzadzeniach kwan-
towych, opracowano wariacyjne algorytmy kwantowe (ang. VQA — Variational
Quantum Algorithms), ktore stanowia klase hybrydowych algorytmoéow kwantowo-
klasycznej dla probleméw optymalizacji. Jednakze ogélna wydajno$é¢ wariacyjnych
algorytmow kwantowe zalezy od (1) strategii inicjalizacji obwodu wariacyjnego,
(2) struktury obwodu (znanej réwniez jako ansatz) oraz (3) konfiguracji funkcji
kosztu. Koncentrujac sie na (2), w tej pracy zaproponowane sg metody poprawy
wydajnos¢ wariacyjnych algorytmoéow kwantowych poprzez automatyzacje wyszu-
kiwania optymalnej struktury obwodéw wariacyjnych za pomoca uczenia sie ze
wzmocnieniem (ang. RL — Reinforcement Learning). W ramach pracy skupiamy
sie na okresleniu optymalnosci obwodu poprzez ocene jego glebokosci, catkowita
liczbe bramek i parametrow oraz dokladnosci w rozwiazaniu zadanego problemu.
Zadanie automatyzacji wyszukiwania optymalnych obwodéw kwantowych znane
jest jako wyszukiwanie architektury kwantowej (ang. QAS — Quantum Architec-
ture Search). Wiekszosé¢ badan w zakresie wyszukiwania architektury kwantowe;
koncentruje sie na scenariuszu bezszumowym. W zwiagzku z tym wplyw szumu na
proces wyszukiwania architektury pozostaje niewystarczajaco zbadany. W tej pracy
zajmujemy sie tym problemem poprzez wprowadzenie techniki taczacej kodowanie
obwodow kwantowych opartego na tensorach, ograniczenie dynamiki srodowiska w
celu efektywnego badania przestrzeni poszukiwan mozliwych obwodéw, schemat za-
trzymywania epizodéw w celu nakierowania agenta na znajdz krotsze obwody, oraz
poprzez wykorzystanie podwojnie gleboka sie¢ Q (DDQN) z polityka e dla lepszej
stabilnosci. Eksperymenty numeryczne na bezszumowym i zaszumionym sprzecie
kwantowym pokazuja, ze w radzeniu sobie z wybranymi algorytmami wariacyjnymi,
zaproponowana metoda wyszukiwania architektury przewyzsza istniejacy metody.
Dodatkowo metody, ktére proponujemy w pracy, mozna zosta¢ tatwo zaadoptowane
do szerokiego zakresu innych VQA.
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Abstract in English

A significant hurdle in the noisy intermediate-scale quantum (NISQ) era is identify-
ing functional quantum circuits. These circuits must also adhere to the constraints
imposed by current quantum hardware limitations. Variational quantum algorithms
(VQAS), a class of quantum-classical optimization algorithms, were developed to
address these challenges in the currently available quantum devices. However,
the overall performance of VQAs depends on the initialization strategy of the
variational circuit, the structure of the circuit (also known as ansatz) and the
configuration of the cost function. Focusing on the structure of the circuit, in
this thesis, we improve the performance of VQAs by automating the search for an
optimal structure for the variational circuits using reinforcement learning (RL).
Within the thesis, the optimality of a circuit is determined by evaluating its depth,
the overall count of gates and parameters, and its accuracy in solving the given
problem. The task of automating the search for optimal quantum circuits is
known as quantum architecture search (QAS). The majority of research in QAS
is primarily focused on a noiseless scenario. Yet, the impact of noise on the QAS
remains inadequately explored. In this thesis, we tackle the issue by introducing a
tensor-based quantum circuit encoding, restrictions on environment dynamics to
explore the search space of possible circuits efficiently, an episode halting scheme
to steer the agent to find shorter circuits, a double deep Q-network (DDQN) with
an e-greedy policy for better stability. The numerical experiments on noiseless and
noisy quantum hardware show that in dealing with various VQAs, our RL-based
QAS outperforms existing QAS. Meanwhile, the methods we propose in the thesis
can be readily adapted to address a wide range of other VQAs.
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Chapter 1

Introduction

Quantum computing leverages the principles of quantum mechanics to gain a
distinct advantage in information processing. Ongoing worldwide endeavours are
actively striving to materialize a sufficiently large, controllable, and programmable
quantum computer. Corporations such as Google |28|, IBM [|67], Rigetti [127], and
Intel [69] are utilizing superconducting qubits where the quantum processing unit
utilizes a superconducting architecture. Whereas, Honeywell [68] and IonQ [70]
utilize ion traps as quantum processors where charged atoms, i.e. ions, are used as
qubits due to the fact that ions can be trapped in one precise location with the
help of electric fields. Meanwhile, D-Wave [46] quantum computers are based on
quantum annealing [41]. The qubits are made from tiny superconducting loops.

In the early and late 90s, pure quantum algorithms were introduced, such as
Shor’s [138], which is used to find the prime factor of integers, and Grover’s [57|
algorithm, which is used to search a unique input from an unstructured dataset. To
reveal the true potential of these algorithms and achieve quantum advantage, we
require quantum hardware with thousands to millions of qubits. Unfortunately, the
current quantum devices are of small scale with 5-200 qubits, noise prone, and have
constrained connectivity between qubits. These devices are called Noisy Intermedi-
ate Scale Quantum (NISQ) computers [125]. At the time of this thesis (2021-2023),
no quantum devices exist that can execute quantum algorithms demonstrating a
provable quantum advantage for real-world use cases.

To deal with these limitations and exploit the NISQ devices, Variational Quan-
tum Algorithms (VQAs) [101] was introduced, where the task of solving a quantum
problem is distributed into quantum and classical computers. The VQAs are
fundamentally comprised of three essential components: a Parametrized Quantum
Circuit (PQC) or ansatz, a cost function that encodes the problem, and a classical
optimization procedure responsible for adjusting the PQC’s parameters in order to
minimize the cost function. Ongoing research efforts are dedicated to exploring
and comprehending the potential of each of these building blocks within the realm
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of VQAs [31].

The conventional approach for creating an ansatz involves predefining its struc-
ture before getting underway with the algorithm. Based on the user’s ambition, the
structure of the ansatz can be driven by physical considerations [120] or hardware
constraints [76].

Nonetheless, fixing the ansatz’s structure imposes a significant restriction on
exploring the cost function landscape and can prevent us from reaching the true
solution. Sophisticated methods [10,21},53,56,,83| have been introduced to enhance
the performance of VQAs. Meanwhile, to avoid these limitations, recent attention
has been directed towards automating the construction of ansatz [6,/56,/148]148|169],
known as Quantum Architecture Search (QAS). The QAS eliminates the need for
domain-specific expertise, and it has the ability to produce an ansatz tailored for
specific VQAs. Given a finite set of quantum gates, the objective of QAS is to
discover the optimal arrangement of quantum operators in the form of an ansatz
that minimizes the cost function.

A solution to address the challenges in QAS involves the application of Re-
inforcement Learning (RL) techniques, as proposed in [50,86,/116,/166|. In the
RL-based QAS methods, the cost function is optimized independently using a
classical optimizer, providing an intermittent signal contributing to the cumulative
reward function. This reward function, in turn, updates a policy that aims at
maximizing expected returns. Based on the return, the RL-agent selects an optimal
action for subsequent steps.

Meanwhile, to minimize the adverse effects of gate errors, constrained connec-
tivity, and decoherence, it is crucial to design an ansatz that uses as few quantum
gates and computational steps as possible and is as shallow as possible in terms
of their depth. Gate errors, restricted connectivity, and decoherence are common
challenges in NISQ devices that cause inaccuracies and lead to the loss of quantum
information. By keeping the circuits gate-frugal (using fewer gates) and shallow
(reducing the depth), quantum computations can be more resilient and less suscep-
tible to the negative impacts of these quantum computing issues. This approach
enhances the stability and reliability of quantum algorithms and makes them more
suitable for practical applications.

In this thesis, we propose and analyze an RL-based QAS method whose agent
operates on a double deep-Q network (DDQN) and an e-greedy policy. The proposed
QAS method improves the performance of the RL-agent to not only propose a very
compact ansatz with fewer gates, depth, and number of parameters but also return
a very low error while solving the problem. To achieve these results, we utilize:

1. A tensor-based encoding scheme to encode the ansatz as an observable
for the RL-agent.

2. A one-hot encoding scheme to construct the action space. Each action is

14



represented by a parameterized rotation in either X, Y, or Z direction or a
controlled-NOT (CX) gate.

3. A dense and a sparse reward function to encode the cost function.

4. An illegal action scheme to impose restrictions on the environment dy-
namics to explore the search space of possible ansatz efficiently.

5. A random halting scheme is an episode halting scheme to encourage the
agent to find a shorter gate and depth ansatz.

These components are briefly discussed in upcoming sections. Using these, we
automate the search for an optimal ansatz that finds the ground state of molecules
using a curriculum reinforcement learning-based Variational Quantum Eigensolver
(VQE). We also utilize a reinforcement learning enhanced Variational Quantum
State Diagonalization (VQSD) algorithm that finds the optimal structure of an
ansatz that diagonalizes an arbitrary quantum state.

Our results correspond to achieving an error 10® times lower than that of the
previously proposed ansatz using less than half of the gates, indicating that the RL-
agent enhances the exploration of the optimization of the cost function landscape
leading to the design of smaller ansatz. These developments are summarized in the
following hypothesis:

Hypothesis 1: Utilizing reinforcement learning techniques enhances the explo-
ration of the optimization landscape and leads to ansatz designs for Variational
Quantum Algorithms (VQASs) with minimal gate count, depth, and parameters while
consistently achieving a low error level in cost function evaluation.

The Hypothesis [1] deals with the performance of our RL-based algorithm
under an idealistic scenario in the absence of any kind of device noise. Mean-
while, most algorithms for QAS have been formulated under the assumption of
a noiseless scenario, free from physical noise and under consideration of all-to-all
qubit connectivity, and there has been very little progress in automating the QAS
problem [44]. However, in order to make the algorithm physically realizable, it is
important to show that the QAS algorithm can solve the problem and provide us
with a compact ansatz in the presence of constraints imposed by current NISQ
devices, characterized by limited qubit connectivity and susceptibility to noise.

Noise imposes severe effects on the cost function landscape, and noise can cause
the optimization process to get stuck in regions of the landscape where the gradients
are vanishing to guide further progress, thereby hindering the overall optimization
effort [161]. The phenomena of having a flat or extremely shallow cost function
landscape are known as barren plateau [100]. Meanwhile, non-unitary noisy channels
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such as amplitude damping, decoherenceﬂ and thermal relaxation transform the
cost function landscape by exponentially converting the global minima into local
optima. This increases the complexity of the optimization process [49]. Hence,
performing QAS in the presence of noise is a critical step toward understanding
and ultimately overcoming the challenges posed by real-world quantum hardware
and advancing the field of quantum architecture search on NISQ devices.

In this thesis, we utilize a curriculum-based RL method for QAS and show
that our algorithm can efficiently solve quantum chemistry problems by finding
the ground state of molecules in a realistic noisy scenario with very few gates and
lower energy error in estimating the ground state.

These results can be summarized through the following hypothesis:

Hypothesis 2: Combining binary encoding for a quantum circuit, action space
pruning, a variable episode length, and curriculum-based reinforcement learning
methods can enhance the agent’s learning, facilitating the quantum chemistry prob-
lem solution irrespective of quantum hardware noise and connectivity constraints.

The majority of research in QAS focuses on a noiseless scenario. Yet, the impact
of noise on the QAS remains inadequately explored. Through Hypothesis [2| we
stress filling this gap by solving the ground state finding problem of difference
molecules in realistic noisy noise scenarios. These realistic scenarios are imported
from IBM quantum devices such as ibmgq_mumbai and ibmq_ourense.

The rest of the thesis is organized as follows. Chapter [2| initiates by giving a
brief introduction to variational quantum algorithms, including their components
(such as ansatz and cost function) and the basics of reinforcement learning with
suitable examples. While introducing RL, we primarily focus on model-free learning
and algorithms. At the end of this Chapter, we discuss various approaches to QAS
and provide an overview of our RL-based QAS approach. In Chapter [3| we discuss
an RL-assisted variational quantum state diagonalization, namely the RL-VQSD
algorithm. The main task of RL-VQSD is to find a compact structure of an ansatz
that diagonalizes an arbitrary quantum state with very low error in eigenvalue and
eigenvector estimation. The Chapter starts by benchmarking the existing quantum
state diagonalization algorithm. Afterwards, we show that the RL-VQSD proposed
a more compact ansatz containing a smaller gate and lower depth compared to
state-of-the-art diagonalization algorithms in a noiseless scenario. The Chapter
ends by providing a pointwise summary of the algorithm and results. In Chapter
we utilize a Curriculum-based Reinforcement Learning (CRL) approach to find the
ground state of molecules under realistic noisy scenarios. We show that the ansatz
proposed by the CRL-agent is more compact in terms of the number of gates and

LA coherence is a phase damping channel that belongs to a class of doubly stochastic chan-
nels [64].
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depth as well as provides better accuracy compared to existing variational quantum
eigensolver. This is followed by a thorough discussion of how different novel schemes,
RL-state encoding, and the choice of reward function impact the performance of the
CRL-based VQE algorithm in various realistic noisy scenarios. The Chapter ends
by giving a pointwise summary of the algorithm and the results. In the following
Chapter [5] we discuss a quantum state diagonalization-based quantum channel
certification method. The method primarily depends on the Choi-Jamiotkowski
isomorphism and variational quantum fidelity estimation [31] algorithm. As the
variational quantum state diagonalization is an indispensable part of our quantum
channel certification process, we discuss the possible application of RL-VQSD. This
includes how it can improve the channel certification method and make it currently
available quantum device friendly by deciding the number of gates and depth of
diagonalizing quantum circuits. In Chapter [6] we summarise the thesis. Finally, in
Chapter [7] we evaluate the merits and drawbacks of our methodology and conclude
the results in the thesis. Furthermore, we delve into potential avenues for future
exploration and development.
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Chapter 2

Preliminaries

This chapter introduces the basic concepts and notation used in the thesis. We
start the chapter by introducing variational quantum algorithms (VQAs). This
introduction includes a detailed discussion of various components of VQAs relevant
to understanding the later concepts of the thesis. For example, we briefly define the
construction of the cost function and its importance in finding the optimal solution
for a problem. This discussion is followed by elaborating on various ansatz (also
known as a variational quantum circuit) constructions. Through this discussion,
we will see that the number of two-qubit gates and depth for the problem-inspired
ansatz increases exponentially with the number of qubits. Meanwhile, for the
problem agnostic ansatz, the constrained connectivity and the elevation in the
number of parameters with increasing problem size cause trainability issues.

In the following section, we provide a detailed discussion of the basics of
reinforcement learning with proper examples. For the sake of the thesis, we
primarily focus on model-free learning methods. The model-free learning discussion
includes Q-learning, the deep and double-deep Q-network with proper code blocks
for implementation purposes. In the same section, we stress the discussion of the
exploration and exploitation scenario.

We conclude the chapter by introducing the basic concepts and infrastructure
of our RL-based quantum architecture search algorithm.

We encourage the reader to consult Appendix [A] for more details on quantum
states, gates, and channels.

2.1 Variational quantum algorithms
Over the past few decades, multiple scientific fields have collaborated in the

exploration and advancement of quantum algorithms and their experimental imple-
mentation. However, while numerous quantum algorithms were initially proposed,
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the majority require millions of physical qubits to operate on quantum hardware.
Unfortunately, contemporary quantum hardware is only capable of accommodating
a few hundred physical qubits, which are classified as Noisy Intermediate-Scale
Quantum (NISQ) [164/125] devices. In light of this, Variational Quantum Algorithms
(VQASs) [29,/101] represent a specific class of NISQ algorithms that can run on these
devices, as they were specifically designed with such limitations in mind. VQAs
utilize quantum hardware to run a parametric quantum circuit (PQC), and then
the parameters of the PQC are optimized using a classical optimization method. If
not optimized up to an expected threshold, the parameters are fed back to the PQC.
This quantum-classical hybrid process helps us keep the depth of the quantum
circuit low and mitigate the noise. The two basic components of a VQA are (1)
PQC, which is famously known as an ansatz, and (2) the cost or loss or objective
function that encodes the problem.

In the remaining subsection, we briefly describe the two basic aspects of VQA.

In the subsection 2.1.1], we briefly introduce the cost function by mentioning
the main criterion one should consider while choosing a cost function. Then, in
section we define the problem-inspired and agnostic structure of ansatzes
and their advantages and disadvantages.

2.1.1 Cost function

In classical machine learning (ML) methods, a cost function is introduced to
evaluate the model’s performance. The main objective of a model, then, is to
determine the optimal set of model parameters, which indicates a global minimum
of the cost function. Hence, the cost function is sometimes called an objective
function. For the optimization procedure, either gradient-based or gradient-free
optimization algorithms are frequently used.

VQAs serve as quantum analogues of machine learning techniques. A crucial
operational aspect of these algorithms depends on the ability to encode problems
effectively into cost functions. From a geometric perspective, a cost function is
defined by a hyper-surface over the parameters—a cost landscape—whereas the
optimizer’s role involves traversing this landscape — as depicted in Fig. -
to locate the global minima. The Fig. illustrates the optimization process
within VQAs, highlighting the quest to navigate this parameterized space to achieve
optimal solutions efficiently.

One can express the cost function in the form

Cl) =Y T (ojp;(§)> , (2.1)

J

— — — —

where f; is a set of functions. () = U(0)p;U"(9), U(0) is the PQC with discrete
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Figure 2.1: An illustration of the cost function landscape for the variational
quantum state diagonalization algorithm with a two-qubit mixed quantum
state. As an ansatz, we choose a layer of rotation RY and RZ on both the qubits,
followed by a CX with control on the first qubit.

or continuous vector of parameters 0. {p;} are the input state from a training set.
The set {O,} is observable, which can be defined by a Hamiltonian in the case of
the VQE problem. The problem under consideration completely determines the
choice of fi. An ideal cost function should follow a list of criteria discussed below.

Faithfulness If we have a problem under consideration, we need to formulate a
cost function to solve it using a variational method. The faithfulness of the cost
function implies that its minimum must correspond to the solution of the problem.
If we consider a problem p and we define the cost function corresponds to the

—

problem C'(f) then the solution to the problem (p*) is given by

P = minC(0)) (2.2)

—

if C'(0) is faithful cost function.

Efficiency From the term efficiency of a cost function, we indicate that one
must be able to estimate it by performing measurements on a quantum device.
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To maintain the validity of the quantum advantage, it is important to devise a
cost function that proves computationally challenging for classical computers to
compute.

For an example, for a quantum state, p, Tr(p?) defines the purity of the
state. Minimization of purity is a very useful primitive method to solve a range of
problems that are relevant to quantum physics problems such as quantum state rank
estimation [115], quantum state learning [34,89|, quantum device certification [85|
and many more. It is also well-known that a quantum computer can find the purity
of an n-qubit state with complexity scaling linearly in n, which gives exponential
speed-up over classical computers |25,54]. So, a cost function of the form

C=>" f(Te(p))), (2.3)
J
is efficiently computable and provides a quantum advantage.

Trainability Through trainability, we emphasize the fact that the cost function
must be trainable, i.e. it should be possible to efficiently optimize the parameters of
the cost function 6. One of the main hindrances of trainability is the occurrence of
barren plateaus with increasing depth and number of qubits. Technically, a barren
plateau is defined by the exponentially vanishing average partial derivatives of the
cost function with the size of a quantum system |100]. This makes the landscape of

103 E
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Figure 2.2: Exponential decay of the variance of the cost function gradient for
quantum state diagonalization problem for three-qubit of depth 2 ansatz.
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the cost function essentially flat, so it requires exponentially enhanced precision to
tackle the finite sampling noise and to determine the direction of the global minima.
This is irrespective of the fact that one uses a gradient-based [30] or gradient-free
optimization method [8]. In a recent work [33|, the authors claim that the issue of
barren plateau could be tackled by carefully reconstructing the cost function and
by making it local. They propose two variants of cost functions in Eq. as

Celobal Z ¢; Tr <Og1°'°al ’(9)) , where O%°"™ = 1; — |0)(0];, (2.4)
or as
» 1
Clocal Z c;Tr <Ol°CaLl ( )) , where O}Ocal =1- - Z (lo)(0; @ 15) . (2.5)
J =t

Here, 1 is the identity operation and 15 defines 1 over all qubits except j'. Ir-
respective of the PQC, the variance of the gradient for the local cost function
in Eq. at worst vanishes polynomially, which makes it trainable up to a depth
of order O(logn), which is not the case for the global cost function Eq. , whose
variance of gradient decays exponentially.

2.1.2 Ansatze

In the previous section, we stress the point that VQAs are analogous to classical
ML methods. One of the fundamental aspects of the ML model is the Neural
Network (NN). The quantum version of NN is a PQC that is famously known
as an ansatz. Inspired by the success of classical NNs, some ansatz architectures
such as quantum convolutional NN [39)], recurrent quantum NN [12], quantum long
short-term memory |35 and quantum graph NN [158] has been introduced.

As shown in Eq. , the ansatz U (9) contains trainable parameters g, these
can be trained to minimize the cost function. Now, the U ((9) does not have a
specific structure, but it depends on the problem under consideration, for example,
UCC, quantum alternating operator, variational Hamiltonian ansatz. These types
of ansatz fall under the group problem inspired ansatz. One can generically express
U (5) as a product of L succeeding unitaries where one part of the unitary is

parametrized by parameters 93 and another part is non-parametrized i.e.
L
U@ =JJvenw, (2.6)
=1

where V(0)) is the parametrized part of the ansatz and is of the form exp(—if, H,)
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and H; is a Hermitian operator and W, is the non-parametrized unitary. Each layer
[ contains a vector of parameters g, Depending on the problem under consideration,
the parametrized and the non-parametrized part takes different forms. This leads to
a class of sophisticated structures of ansatz that we briefly discuss in the following.

UCC The Unitary coupled cluster is a problem-inspired ansatz that is widely
utilized in quantum chemistry problems. In this case, the problem statement is
to find the ground state energy of a molecule represented through a fermionic
Hamiltonian H.

According to the Born-Oppenheimer approximation [20], one can describe the
interaction of a system of electrons with its nucleus in a second quantized form where
single-particle orbitals can either be filled or empty. And any interaction between
electrons can be represented using annihilation (a) and creation (a') following an
anti-commutation relationship. Hence, a non-relativistic molecule Hamiltonian can
be written in the form

Huot = Hpye + E hpqa Clq + = E hpqma CL CLTOJS .. (27)
pqrs
~~
single excitations double exmtatlons

To obtain UCC ansatz, we replace the traditional Hamiltonian cluster operator
in Eq. (2.7)) in terms of coupled cluster theory with its anti-Hermitian as follows [120,
149|

|1/}>UCC = Ucc|¢> - 6T1+T2+m|¢>,

Ti= Y 0y (ala, —afa,) (2.8)
vEvacant,
o€occupied

L= Y O (aladasay — alaba).

v,v’ Evacant,
0,0’ €occupied

where [¢) is an uncorrelated reference state, usually a Hartree-Fock state. The
ansatz shown in Eq. is the UCC ansatz. One can obtain a popular variant
of UCC — which is UCCSD, where SD stands for single and double — just by
considering 77 and 75 in the coupled cluster representation. To implement the
ansatz in a quantum computer, one can use the fermion to spin mappings such as
Jordan-Wigner, Parity, and Bravyi-Kiteav transformations [143,[155].

24



LiH molecule

4
1079 —o— Depth
CNOT
103':
4 6 8 10 12

Number of qubits

Figure 2.3: Illustration of the variation of the number of CX gates and depth of the
circuit with increasing spin orbitals in LiH molecule with UCCSD ansatz.

Even though the unitarity of UCCSD suggests ease of implementation on quan-
tum hardware, the current gate-based quantum computing asks for a decomposition
in terms of one and two-qubit gates. However, the number of one and two-qubit
gates and the depth of the circuit proliferates with the number of qubits as shown
in Fig. .

One can utilize the Suzuki-Trotter approximation of the T; operators to deal
with the issue, keeping in mind the correct operator ordering of trotterized UCC
ansatz [55].

Hardware efficient As the name suggests, the Hardware Efficient Ansatz (HEA)
aims to reduce the circuit depth and gate count in U(f) and is efficiently imple-
mentable in currently available quantum hardware. The generic form of HEA

follows the form N
Unga = H H (Gq’d(g) X UEnt) : (2.9)
q=1d=D

Here ¢ is the number of qubits up to N and d is the depth of the ansatz up to

—

D. The product on the number of qubits is over parameterized gates G(6). Ugps
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Figure 2.4: An example of HEA depending on the topology of IBM quantum devices.
In (a), we present HEA that follows the topology of ibmq_manila whereas in (b)
the HEA follows the topology of ibm_quito, ibm_belem and ibm_lima. It should
be noted that the GG; are parametrized, and Ent is the entangling unitary. The
quantum wire through the last Ent gate means the gate does not apply on that
qubit.

defines entangled gates.

One determines the Ugy and G (5) from a predefined quantum gate set, and the
placement of the gates is determined by the topology of real quantum hardware.
This, in turn, helps avoid circuit depth overhead while translating an arbitrary
ansatz into a sequence of gates, as shown in Fig. (2.4). This makes HEA very
applicable to Hamiltonian, which has interactions similar to the quantum hard-
ware [80]. One of the primary advantages of HEA is that while implemented, it can
incorporate encoding symmetries [51,/117] and depth reduction [152]. A well-known
variant of HEA is layered HEA (LHEA), where gates act on alternating pairs of
qubits in a brick-like structure as shown in Fig. (2.5). But this has trainability
issues. In [90], it has been shown that the trainability of HEA depends on the
entanglement in input states, i.e. HEAs are trainable if input states follow the
area law of entanglement [47] whereas it becomes untrainable if the input follows
volume law of entanglement [18].
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Figure 2.5: Structure of a layered ansatz, where the ansatz U;(f) is decomposed
into layer-wise unitaries U;(6;) for [ = 1,2,...,l. Each U;(6,) is further decomposed
into two-qubit rotations for &/ the i denotes the layer and j is the parameter count.

Quantum approximate operator The Quantum Approximate Optimization
Ansatz (QAOA) was first introduced in [48] to obtain solutions for combinatorial
optimization problems. The ansatz provides an approximation to a Hamiltonian
H by constructing a specific variational ansatz through first-order Suzuki-Trotter
decomposition approximating the adiabatic evolution. The operators exp (i3; Hmix)
and exp (iy;Hopbj) are applied in alternating manner, resulting in the ansatz

l

Uqaoa = Hexp (18 Humix) exp (iv; Hobj) 5 (2.10)
j=1
where Hpix = —) . a;, o, is the Pauli X operator. The computational power and

reachability of the QAOA ansatz are rigorously discussed in [62,96,[111].

While it’s true that breaking down Eq. into native gates may result in
a long circuit, this is often due to the presence of many-body terms in H and
limited device connectivity. However, one notable advantage of this ansatz is that
for certain problems, the feasible subspace is smaller than the full Hilbert space.
This restriction can possibly lead to better algorithmic performance, making this
approach highly effective in certain scenarios.

Variable structure Although the constancy in the structure of the ansatz while
solving a problem enables control over the overall ansatz complexity, it fails to
harness the refinement that is attained by optimizing the circuit. The refinement
can be realized through the addition or removal of unnecessary quantum operators.
This novel approach was first introduced in ADAPT-VQE [56], which adaptively
inserts a quantum fermionic operator to provide a desired level of accuracy while
maintaining a minimal number of operators. The operator is chosen in such a
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way that it affects the minimization of energy the most. The operators are chosen
from a pool of fermionic operators, and it has been shown that the ADAPT-VQE
substantially outperforms UCCSD in terms of both the number of variational
parameters and accuracy. Following this trail in [148], the authors introduce
a hardware-efficient variant of ADAPT-VQE, i.e. qubit ADAPT-VQE, which
drastically reduces the operator pool. Other more efficient variants of ADAPT-
VQE are introduced in [167].

Another way of variable ansatz construction is introduced in [87], where the
ansatz is allowed to grow. And if the algorithm cannot minimize the cost function
for a specified number of iterations, then one adds an identity gate spanned by new
variational parameters that are randomly added to the ansatz.

2.2 Basics of reinforcement learning

One of the most prominent sub-fields of machine learning is Reinforcement Learning
(RL), which is concerned with how an agent can learn to make decisions in an
environment to maximize a cumulative reward function. The primary goal of
the agent is to learn a policy, which represents a mapping from the states of the
environment to a decision (i.e. an action), that in turn maximizes cumulative
reward.

, St+1
) [ Environmentj(
Rit1
Qg
Ry
Agentj )
St

Figure 2.6: Illustration of the agent and the environment interaction.

RL is intrinsically distinct from supervised learning [40,61,88] (SL) because, in
supervised learning, the learning process is conducted from a training set of labeled
exemplary data, which is in turn provided by a knowledgeable external supervisor.
Each exemplary data corresponds to a situation, and the label denotes the action
the system should take in that situation. In RL, the agent’s learning process is
mediated through interaction with the environment.

Meanwhile, RL differs from unsupervised learning [11,142,52| (USL) in the
sense that in USL, the main ambition is to find structure hidden in connections
of unlabeled data. Whereas in RL all one tries to achieve is the maximization
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Name

Notation

Definition

State

Refers to the current situation of an agent
in an environment, which includes all the
relevant information necessary to make
decisions about what action to take next

Action

Refers to the choices an agent can make
based on its current state to interact
with the environment. The agent
chooses the action by using a policy.

Policy

Refers to a mapping from perceived states
of the environment to actions to be taken
when in those states.

Reward

Refers to the goal in a problem. On each
time step, the environment sends to the
agent a single number, a reward. The
agent’s sole objective is to maximize the
total reward it receives over the long run.

Value Function

It refers to the value of a state as the total
amount of reward an agent can expect to
accumulate over the future, starting from

that state.

Transition probability

pls'|s, al

It refers to the probability of transition
to state s’ if action « is taken on
the state of the environment s.

Table 2.1: The necessary notations and their definitions utilized to provide an
introduction to RL and in the upcoming sections.

of the reward function signal instead of trying to find a hidden structure. In the
following, we will briefly specify RL problems in terms of optimal control of the
Markov decision process (MDP) and the challenges in RL.

The summary of notations and definitions used in this thesis in the context of
reinforcement learning is provided in Table 2.1}

2.2.1 Finite Markov decision process

In this section, we discuss the mathematical form of reinforcement learning problems,
which includes key elements of the problems’ structure, such as the value function

and Bellman equation.
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Environment-agent interaction In RL, the agent, which is the learner and
decision-maker, interacts with everything outside it called the environment.

The whole RL process can be characterized by time steps t = 0,1,...,T where
at each time step, the agent receives the state of the environment s; € § where S
is the set of all possible states. After interacting with the environment, the agent
gives out an action a; € A(s;), where A(s;) defines the space of all actions available
in the state s;. In the next time step, the environment gives out (1) a new state:
sy — sey1 and (2) a reward Ry € R € R, which is depicted in the Fig. (2.6)).

At each time step t, the agent forms a mapping between the states to the
probabilities of selecting each possible action. This mapping is termed as Policy
(m¢), where m;(als) tells us the probability of selecting the action a; = a if the
environment is at state s, = s.

The above-mentioned framework can be used for many different problems. As
a fundamental principle in the study of reinforcement learning, we adhere to the
notion that an agent’s environment comprises all elements that are beyond its
arbitrary control, forming a context in which the agent operates. The boundary
between the agent and the environment represents the limit of the agent’s absolute
control, not its knowledge. For example, the agent might know almost everything
about the interacting environment, but still, it faces difficulty in solving the task
just as we know how Rubik’s cube works and still might not be able to solve it.

At its core, the RL framework represents a powerful abstraction of the challenge
of learning to achieve goals through interaction with an environment. Any problem
with learning goal-directed behaviour can be efficiently reduced to three sequences
of processes and repeating back and forth. (1) the choice, that is made by the
agent, which we call action (2) the basis upon which choices are determined i.e.
the states and (3) the definition of the agent’s goal in the form of reward. In the
next, we briefly describe the rewards with a simple example.

Rewards and returns At each time step ¢, the reward is defined by a real
number R; € R which the agent receives from the environment as a signal. The
main purpose of the agent is to maximize the cumulative reward in the long run.
Formulation of a goal corresponding to a problem in terms of reward is a hard
problem. Based on a problem one can define either a (1) sparse or (2) dense reward,
where the sparse reward is easier to formulate than the dense one.

For example in the case of a robot in a maze problem, the goal is to teach the
robot to escape from the maze. If we formulate the goal in terms of a dense reward
where for each time step ¢, for each movement of the robot in the maze, the agent
receives a reward signal R, = —1. This encourages the robot to find a solution to
escape the maze quickly as each step of the robot is penalized (—1) and the robot
will focus on minimizing the penalty.
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However, the same problem can be formulated using a sparse reward where
the agent receives a reward when it escapes the maze, but it slows down learning
because the agent needs to take many actions before getting any reward. In
problems like chess or backgammon, the only way to formulate the reward is by
giving the player a big reward if wins. This is known as the credit assignment
problem.

If we consider that after each time step the agent receives a reward Ry 1, Riio, . ..
then we seek to maximize the expected return G;. The G, is defined by

Gt - Rt+1 + Rt+2 + Rt+3 + e —|— RT, (211)

where T is the final time step. Considering the notion of the final time step, the
agent— environment interaction can be broken into subsequences, which we call
episodes. An episode might be represented by a game of chess or a complete trip in
the maze by a robot. Meanwhile, in many problems, it might not be possible to
break the interaction between the agent and the environment, which can not be
broken into identifiable episodes but goes on continually without limit. For these
tasks, the definition of return in Eq. is not valid, and it can be infinite.

An important additional concept to consider while formulating a reward function
is called discounting. With this approach, the agent aims to choose actions that
maximize the total of discounted rewards it will receive in the future as follows

o0
Gy =Riy1 +Riys + V' Ryps + ... = Z’YthJera (2.12)
=0

where v is the discount rate parameter that ranges as 0 < v < 1. It determines the
present value of the future rewards, i.e. a reward received at j-th time in the future
is worth only 77/~! times what it would be worth if it were received immediately.

If v < 1, the infinite sum has a finite value as long as the reward sequence {R,}
is bounded. If v is close to 0, the agent is myopic i.e. the agent is concerned only
with maximizing immediate rewards. If v is close to 1, the agent is far-sighted. In
the following, we provide an elaborate example of how a myopic and far-sighted
agent impacts the cumulative return.

Toy Example Before we move on further, let us take a simple example and run
through the process of formulating the G step by step. In Fig. (2.7), we give an
illustration of a work-sleep schedule of a PhD student as an MDP. In the problem,
we consider sleep as the terminal step. There are many possible ways to reach the
terminal step, such as

o Awake — Work — Sleep
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Figure 2.7: A toy MDP of the everyday schedule of a PhD student.

e Awake — Work — Nap — Awake — Movie — Work — Sleep etc.

The transition matrix corresponding to the MDP is defined by

Awake Movie Nap Sleep Work
Awake 0.6 0.4
Movie 0.5 0.5
pls' =sealsd = nop |1 . (213)
Sleep 1
Work 0.7 0.3

As all the states are associated with a particular reward, we can calculate the
discounted return using Eq. (2.12)). For an example for the path: Awake — Movie —
Work — Sleep, if we are currently at the state “Awake" then the discounted reward
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for the "Awake" state becomes
GAwake - RMovie + ’YRWork + ’72R81eep = -5+ 37 + 10'727 (214)

e Myopic agent: If we consider v is close to 0 say v = 0.1 then we get
GAwake = _46a

e Far-sighted agent: On the other hand, if we consider v = 0.9, which is
close to 1 then we get Gawake = +5.8.

From this, we can say that for the far-sighted case, the agent might prefer to take
the route Awake — Movie — Work — Sleep. But a myopic agent is more physical
because animals have a preference for immediate reward. In the following part,
we elaborate on Markov decision processes (MDPs) and the importance of value
function in RL.

Markov decision process The Markov decision processes (MDPs) provide a
modelling framework for sequential decision problems [94], as shown in the example
of the previous section. MDPs have something called Markov property, which is
defined by the dependency of the next state of the environment on the current
state and the action. To express it more elaborately, we consider an environment
that might respond at the time ¢ + 1 corresponding to the action taken at £. In the
most general case, the nature at ¢ + 1 may depend on everything that happened in
the past events from t = 0 to ¢t =t i.e. the probability of the state appearing on
state s’ = sy41 with reward r = Ry, can be written as

PRy =71, 841 = 5[50, a0, Ry, ... Se—1, a1, Ry, 8¢, aq] . (2.15)

On the contrary, if the state has Markov property then the same probability can
be rewritten as

p(r, S/|St7 (lt) =P [Rt+1 =T,5+1 = S,|St, at] s (216)

which says that the future state of the system depends solely on the current state
and the action taken, rather than on any prior history [66]. This means instead of
memorizing all the information about all the past events and defining the nature
of the environment at ¢ 4+ 1 the agent now can characterize ¢ + 1 by just inquiring
about its previous event at time t.

One can define an MDP as a 5-tuple process (S, A, p(s'|ss, a;), R, ) depending
on:

e S, the finite set of all states of the environment;
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A, the finite set of all legal actions that can be executed at state s; € S;

plsir1 = $§'|st, ai], the probability of transition to state s” at the time ¢ + 1 if
a; action is taken on the state of the environment s;;

R € R, the reward received when the environment transitioning from s; to s’
after action ay;

v € [0, 1], is the discount factor that represents the difference in the future
and present reward.

If the dynamics are specific by Eq. (2.16)), one can compute the expected reward

r(s,a) as
2D plr s a), (2.17)

reR s'eS

from the state-action pair. The state transition probability p(s|s;, a;) is expressed
as

(lst,ae) = > p(r, s'lse, ar), (2.18)

reR

and the expected rewards for the state-action—next-state (s, a,s’) as

3 rp(r, s'lsi, ar) (2.19)

2 p('lsr,a)

Value function In RL the value function provides a measure of how good it is
for an RL-agent to take a specific action at a particular state. It helps the agent to
make decisions in an uncertain environment by quantifying the expected future
reward that an agent can get for that particular state. The value functions are
defined with respect to specific policies. Recalling that a policy, 7, at time step t, is
defined by a mapping from each state s; € S and action a; € A to the probability
7(s¢, ay) of taking the action a; in state s;. This inevitably gives rise to two main
types of value functions in RL based on the state and the action as follows:

e State-value function, v,(s) is represented by the expected return starting
from a particular state s and by following a particular policy m. The state value
function encapsulates the inherent value associated with each s, irrespective
of the action taken. For MDPs, one can define the state-value function as

Z g Rt+]+1

7=0

vr(s) =

Sp = s] ) (2.20)

where E,[.] gives the expected value given that the agent follows policy 7.
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e Action-value function, ¢.(s,a) is represented by the expected return start-
ing from a particular state s, taking an action a € A and by following a
particular policy m. It estimates the long-term value of taking a particular
action in a given state. For MDPs, one can define the action-value function

as
o0
J
E v Rt j

J=0

qr (8, a) = By S =S8, a; = a] ) (2.21)

The value function in Eq. (2.20) can be decomposed into two parts: (1) the
immediate reward and (2) the discounted value of the successor rate in the following

way:
St = S]

=E;: |Riy1+ 7 (Rigo + 7R +..)

Ur(8t) = Ep | Rip1 + 7 Reya + ...

St:S]

St =S

=E: | Ri1 +7 Z V¥ Ritjo

Immediate 3=0
rewar

Discounted
successor rate

= Zﬂ(a\s) Z Z p(s',rls,a) |r+~E, (Z Ryt o 5)]
a s'=st+1 r=Rit1 7=0

= w(als) Y pes [r + yva(s)]. (2.22)

The Eq. is known as the Bellman expectation equation for the state-value
function. This is basically a sum of all values of the action, the current and the
successor state of the environment. For each value of the variables, we compute the
7(s,a)p(s’,r|s,a), multiply it by the linear weighted term [r 4+ yv,(s')] and sum
over all possible values of the three variables to get expected value. In the same
way using Eq. we can find the Bellman equation for the action-value function
as follows:

Gr(Stya) = By | Ryvq + y0(Sea1, Gpe1)|Se = 8, a0 = a] ) (2.23)
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Figure 2.8: Simple illustration of the backup diagrams for (a) state-value function
(vy) and (b) action-value function (¢,). The time flows downwards.

Here we define the Bellman operator T™ as

(TWQ)(St, Clt) =Ry +7E [Q(3t+17 Clt+1) St+1, at+1} ) (2-24)

where s;41 is samples with probability p(s,i1|s:, a;) and a,, 1 is sampled from the
policy m(als). In the same manner, the Bellman optimality operator is defined by

(T*Q)(St7 at) =Ry +9E |:q*<5t+17 at+1) St41 ™ p(3t+1|3t; (lt)] . (2-25)
The operator defined in Eq. will be useful while we discuss the Deep Q-
Network (DQN).

There are many possible ways to approximate, compute, and learn the value
function for a particular policy, and all these methods are diagrammatically repre-
sented using backup diagrams. These diagrams visualize how the value function is
updated based on new information received from the environment. In other words,
backup diagrams depict the flow of information and the update process involved in
processing the value function. This represents how the estimated values of state or
state-action pair are modified after receiving feedback from the environment. In
each backup diagram the states (o) and actions (e) are represented by vertices and

the transaction among them are edges <d. or ./O )
For example, in Fig. (2.8)) we illustrate the backup diagrams for v, and ¢,.

2.2.2 Optimal value function

The optimal value function is defined by the maximum expected return that an
agent can achieve by following an optimal policy. A policy 7 is defined to be better
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or equivalent to another policy 7’ i.e. m > 7" iff v, (s;) > v (sy) V s, € S. There
can be more than one optimal policy, which we denote by 7*. These policies share
the same state-value function, which is called by optimal state-value function, v*
and is defined by

v (s) = max v (8t), (2.26)

and in the same manner the optimal action-value function, ¢*, is given by
v (s1) = max g (s, ar), (2.27)

where a; € A(s;). Using Eq. (2.23]) we can rewrite the above equation in terms of
v* as

¢(se,a;) = E | Repr + 0" (5441, Grg1)

St = S,ap = a] : (2.28)

As we saw in the previous section, one can obtain Bellman equation directly
from either the state-value function or the action-value function. In the same way,
from the optimal state-value and action-value function, we get Bellman optimality
equation. The intuition behind the Bellman optimality equation lies in the principle
of optimality, which states that an optimal policy can be divided into sub-problems
and solved independently for each state. In other words, it decomposes the problem
of finding the optimal value function into sub-problems for each state, allowing
for a dynamic programming approach to solving MDPs. The Bellman optimality
equation for the state-value function is given by

CRENES max Ere | Rey1 + 7R + ..

Stzs,at:a]

= max Ere | Riy1 +7 (Revo + 7R3 + .. )
at

Stzs,atza]

=max Er | R+ Z Y Riyjro

at€A

St:S,CLt:CL]

L =0
= max E | Rip1 + yui(s')|s: = s,a; = a] (2.29)
ate
/ /
= " . 2.
masx 3 p( rls.a) (r + 70.(5) (2.30)

In the Eq. (2.29) and Eq. (2.30) is the Bellman optimality equation for v,.
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Figure 2.9: Hlustration of model-based and model-free RL.

Following the same steps, we can obtain the Bellman optimality equation for ¢, as

G (81, a4) = max E | Riv1 +yvi(s) s = s,a, = a] : (2.31)
at€
— / /
= max 5 p(s'rls,a) (r +yv.(s)) . (2.32)

Having the (optimal) value functions at our disposal, we can now talk about
how to solve a reinforcement learning problem. There are fundamentally two
approaches used in solving reinforcement learning (RL) problems: (1) Model-Based
RL [75,[107,123] and (2) Model-Free RL. In the case of Model-Based RL, we have
complete knowledge of the dynamics of the Markov decision process, which includes
precise knowledge of the transition probabilities and rewards for each transition.
Hence, to solve the Model-Free RL problem, value iteration algorithm [5,[13]|can
be utilized. It iteratively evaluates the optimal value of each state by taking the
expected intermediate reward and the values for the successor states into account.
For the sake of coherence regarding the thesis topic, we end the discussion on
the Model-Based RL here. In the following, we briefly discuss the Model-Free
reinforcement learning approach.

2.2.3 Model-Free learning

As previously discussed, the value iteration algorithm requires complete knowledge
of the model, such as transition probabilities and rewards. In many scenarios, we
encounter situations where the agent lacks knowledge of transition probabilities,
necessitating alternative approaches to compute the policy function. The model-
free approach is developed by keeping these encounters in mind. We compare
the value- and policy-based approaches in Tab. Meanwhile, a comparison of
the model-based and model-free reinforcement learning is illustrated in Fig. (2.9).
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Value-based Policy-Based

Aims to learn the optimal Aims to learn the optimal
state-value function or policy directly, without
action-value function, i.e. explicitly estimating value

Q-function directly. functions.

These algorithms depends on
the balance between exploration | These algorithms optimize the

—

and exploitation. It explores policy 7(s;, a;|0) by modifying
new states and actions while the 6 to maximize the
also exploiting the value expected cumulative reward.
estimates.

A popular value-based algorithm
that learns the Q-value through
an iterative updating method
is called Q-learning [162,/163].
This method updates the value
based on observed rewards and
transition probability.

In a policy-based algorithm
gradient ascent method [141}/170]
is used to update policy
parameters.

Table 2.2: Comparison table for value-based and policy-based methods.

Model-based reinforcement learning involves a subroutine of creating an internal
representation of how the environment behaves, allowing the agent to predict
future states. Meanwhile, instead of learning from a predefined model, model-free
reinforcement learning focuses on learning the best actions in different situations
by estimating the value or policy directly from observed experiences. For the sake
of this thesis, in the remaining sections, we will focus on value-based model-free
algorithms.

Temporal difference learning In the value iteration process, the state-value
function is calculated recursively using the Eq. (2.22). In model-free learning, the
transition function is replaced by a sequence of the sample from the environment,
and we can use Bellman’s recursive computation to estimate the new updates to
the value function based on the previous estimates.

Temporal difference learning [145] (TD) is a bootstrapping method that can be
used to process and refine the samples to achieve an approximate final value of the
state. As the name suggests, it refers to the difference in the values of the states at
two different time steps. This information is then used to calculate the value at
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the new time step. TD learning method is given by
v(se) < v(s) + o [Regr +yv(ses1) — v(se)] (2.33)

recalling s; is the state of the environment at time step ¢, and s;,; is the new state
at the time ¢ + 1. The reward we receive for the transition from s; to s;11 is Ryyq.
As we described before, 7 is the discount factor, v set closer to zero, represents a
myopic agent, and if it is closer to 1, we get a far-sighted agent. The new variable o
is the learning rate, which determines how fast the algorithm learns. The essence of
temporal difference lies in the last term of Eq. (2.33), where we subtract “ — v(s;)”
from the current state value to compute the temporal difference. The TD learning
method revolutionized the use of model-free approaches in different RL scenarios.
One remarkable achievement was TD-Gammon [151], a program that defeated
human world champions in the game of Backgammon during the early 90s.
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Figure 2.10: Hlustration of 1, 5 and oco-step TD learning. The oo step learning is
equivalent to the Monte Carlo learning method.

Unlike the Monte Carlo learning method, which performs a full episode with
various random actions before it utilizes the reward, the temporal difference boot-
straps the Q-function with the help of the values that it gathers from the previous
time steps. This helps to refine the value function with the cumulative rewards
after each time step (1-step is defined by, O——@——0, the arrow dented the flow
of time). Based on this description, we can think of a middle ground with n-steps,
which fundamentally points to the fact that we neither sample a single step like
TD learning nor do we sample a full episode like Monte Carlo, but we sample a
few steps (say, n steps) at a time before utilizing the reward values, which we
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illustrate this in Fig. . This strategy allows for a more granular assessment
of state values compared to TD learning, which may lead to faster convergence
and reduced variance in the estimated values. Moreover, one of the advantages
of the n-step approach is that it does not require the entire episode to be com-
pleted before updating, making the n-step TD learning computationally efficient
over Monte Carlo methods, particularly in environments with long episodes. This
middle-ground approach can thus be particularly advantageous in RL tasks where
balancing the trade-offs between bias and variance is crucial for efficient learning
and decision-making.
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Figure 2.11: Block diagram of an e-greedy algorithm. In this algorithm, a parameter
€ is used to determine the probability of choosing a random exploration action
versus selecting the action with the highest expected reward. When € is set to a
small value, the algorithm tends to exploit the current best action, while a higher
value encourages more exploration.

Exploration and exploitation In the context of the model-free RL exploration /-
exploitation are two primary concepts that are most frequently used in designing
RL algorithms. The exploration part indicates the process of collecting environment
information of the agent by taking random actions. The goal of this routine is to
discover new states of the environment, actions, and their corresponding rewards.
Meanwhile, exploitation is utilized to leverage the information that is gathered by
maximizing the immediate rewards, and it focuses on the selection of actions that
will provide the highest reward based on the existing knowledge of the environment.
Hence, the exploration and exploitation complement each other.
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One of the fundamental challenges in RL is to balance exploitation and ex-
ploitation because if the agent only focuses on exploration it never gets the chance
to leverage the existing information whereas more exploitation of the immediate
knowledge and the algorithm may get stuck in a non-optimal policy. This means
the algorithm has failed to find a better strategy that leads to an optimal policy.

e-greedy exploration It is a well-known strategy in RL to maintain a balance
between the exploration and exploitation aspect. The e-greedy method works by
assigning a parameter €, which encodes the information regarding the probability
of exploration as

Selection of action by agent = ea, + (1 — €)dey, (2.34)

where a, is the random action and a., is the action with highest estimate value.
This algorithmic choice presented in Eq. is called the exploration/exploitation
trade-off. An illustration of the epsilon-greedy algorithm is presented in Fig. (2.11)).
There are other methods to define the exploration aspect, either by using the
Thompson sampling [132}/139] or adding the Dirichlet-noise [81].

2.2.4 On-policy and off-policy learning

The RL deals with learning an action and a policy from the received rewards. That
is, the agent selects an action to perform on the environment and learns from the
reward that it receives after taking the action. The agent learns to select an action
for the next time-step. Now, the dilemma arises if the agent either updates from its
most recent action (on-policy) or learns from all the available information gathered
(off-policy). A tabular representation of the difference between the two kinds of
learning is presented in Tab. 2.3

It should be noted that the on- and off-policy learning shows different behaviour
in convergence to the optimal policy. Such as the off-policy method promises to
converge to the optimal policy after sampling a sufficient number of states, so it
uses a greedy reward approach. At the same time, the on-policy method for a fixed
value of € can not converge to the optimal policy as they keep on selecting the
actions that are based on the current action. Meanwhile, when we use a policy
where we keep on varying e towards zero, then the on-policy method promises to
converge.

In the following, we will briefly discuss two famous algorithms: (1) on-policy
SARSA and (2) off-policy Q-learning.

SARSA Is an on-policy algorithm that was first proposed by Rummery and
Niranjan |131]. The on-policy methods update the current policy by utilizing the
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On-policy

Off-policy

The current policy determines
the action to take and the
value of that action is used

to update the policy
function

The determination of action
takes place by backing up
values of other action which
is not necessarily selected
by the behavior policy

This learning process is stable
since the agent updates the
policy based on experiences

from the current policy, making
the learning process more
consistent

Off-policy learning although less
stable compared to on-policy
learning but here, the agent is

open to learning from a diverse
set of experiences, which has
the potential to improve the

exploration and discover
better policies.

The agent’s exploration might be
biased, which causes difficulty
in exploring actions that are
not properly defined on policy,
leading to sub-optimal policy.

It requires more data and
computational resources
compared to on-policy
learning as it learns
from all the available
information gathered
before.

Table 2.3: A comparison of on- and off-policy learning.

action value of the policy itself. Hence, the update rule is given by

Q81 a1) < Q(s¢,a¢) + a[rep1 +7Q (841, arr1) — Q(se,ar)] - (2.35)

It should be noted that SARSA follows the same updating method as the TD
method as presented through Eq. (2.33)). The only difference is that the state-action
value function replaces the state-value function.

SARSA updates the Q-values of the current state-action pair (s, a;) by using
the Q-values of the next state-action pair (s;41,a¢41). To say it in a more elab-
orate manner, in the SARSA algorithm, we select an action and apply it to the
environment, and then it follows the action that is guided by the behaviour policy.
The behaviour policy is defined by either the e-greedy approach. Hence, in this
learning process, the state space sampling is done by following the behavioural
policy and updating the current policy by updating the values of the actions based
on the sampling.

44



Q-learning The Q-learning algorithm was first proposed by Watkins [38]. Unlike
SARSA, Q-learning learns the Q-values using a different policy than the one it
followed during the action selection process. The updated formula for Q-learning
is given by

Q(st, ar) < Q(sy,a;) + |:rt+1 + 7y max Q(St41,a) — Q(sy, at)] : (2.36)

The primary difference between SARSA and Q-learning update rule is the term
Q(S¢41, ar11) is replaced by max, Q(s;+1,a). This indicates that it now learns from
the stored values of the best action instead of the action that was actually evaluated.
The main reason Q-learning is called off-policy is that it updates the Q-values using
the Q-value of the next state s;;; and a greedy action which is not necessarily the
action of the behaviour policy.

One of the drawbacks of Q-learning is that as the size of the Q-table grows
exponentially with the increase in the number of states and actions, it becomes
infeasible. To tackle this hindrance, we can combine Q-learning with the deep
neural network, which is known as a Deep Q-Network (DQN) [110].

Deep Q-Network In this algorithm, a deep neural network in the form Q)3 :
S x A — R is utilized to approximate the optimal Q function Q*, where /3 is the
parameter of the neural network. There are two essential tricks to be noted to
achieve success with DQN, and those are [106]:

e The usage of experience reply 93] in DQN helps to obtain uncorrelated
samples since the trajectory of MDP has a strong temporal correlation.
Specifically, for each time step t, we tend to store the tuple (s;, as, 1y, Si11)
into the reply memory, which is followed by the sampling of a mini-batch of
independent samples from the replay memory. This is used to train the deep
neural network using a stochastic gradient descent method.

e The utilization of a target network (QQp with parameter 0* is another trick
which we use in DQN. After collecting the independent samples (s;, a;, 74, Sit1)
from the replay memory, to update the parameters of the Q-network, we
evaluate the target network as follows:

EZarg =Tr;+77X maXaEAQ@* (Si+17 CL), (237)

and then updating 6 using the gradient of

L(0) = % Z [Erarg — Qo (55, a:)]” . (2.38)
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Parameter 6* is updated once in every T i.e. the target network is held fixed
for T steps, and then we update it by the current weight of the Q-network.

In [106] the authors utilize a replay memory of size 10° on the other hand,
in [116] the authors use a replay memory of 2 x 10%. This indicates that the replay
memory size is usually very large. Additionally, in DQN, we use e-greedy policy
to enable exploration over the state and action. In this scenario, when the replay
memory is large, the experience replay is prone to sample independent transitions
from an exploration-driven policy (as it is e-greedy), which decreases the variance
of the term AL(#). As the L(#) plays a vital role in updating the parameters of a
neural network, so having a low variance in L(#) stabilizes the training of DQN.

Meanwhile, to understand the necessity of a target network, we first set 0* = 6.
The bias-variance decomposition gives us the expected value of the L(0) as

E[L(8)) = [|Q0 — T"Qoll? + E[Ehy — (TQu)(s1,01)]% (239
mean—;guared 0 de;c;ldent
Bellman equation variance of
El

targ

where T* is the Bellman optimality operator defined in Eq. (2.25)). In Eq. (2.39)

along with the mean-squared Bellman error, we have an additional bias of the
form E[E,,, — (TQs)(s1,a1)]?, that is strictly dependent on the neural network
parameter. This indicates that minimizing the L(#) can drastically differ from
minimizing the mean-squared Bellman equation. This issue is by using the target

network in Eq. (2.38) what has an expectation value

E[L(0)] = ||Qo — T* Q|5 + E[Efyg — (TQp+)(s1, 1)), (2.40)
N —’ . - -
mean-squared independen
Bellman unation ’ va;iialzlcedof ‘
Etlarg

as the second term is independent of # so minimizing L(6) is approximately

equivalent to solving
mi%i%lizeHQg —T*Qq||?, (2.41)
€

where O is the parameter space. In simple words, the ultimate aim of DQN is to
solve the minimization problem defined through Eq. (2.41]) with a fixed 6* and it

updates the 6* by the minimizer parameter of the neural network 6.

An implementable version of the above-discussed DQN is known as the neural
Fitted Q-Iteration (FQI) algorithm. This generates a sequence of value functions.
Let us consider F is a class of functions on the state-action space. For the j-th
iteration of the algorithm, we consider Q~j is the present estimate of the Q*. Hence,
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Algorithm 1 FQI algorithm

MDP as tuple (S, A, p, R, ), define F, sampling distribution o, total iterations
J, sample number n, initial estimator Q. > Input
for j=0,...,J—1 do

Sample i.i.d. {(s; € S,a; € A, Rj € R,5j11)}iejn), With (s;,a;) sampled
from o.

Compute E‘garg =R;+vx rélgicéj(siﬂ, a)

Update the action-value function

n

~ 1 )
Qr+1 « argmin— Z [Blag — [ (s, ai)]2

n
fer o

end for )
Define the policy 7, as a greedy policy in respect with Q) ;
An estimator Q) of @* and policy 7. > Output

the update rule of Qj is defined as

n

Qi1 = aurgminl Z (Bl — f (53, ai)f : (2.42)

n
feFr =1

We can replace the F by the neural networks, and then the algorithm is known as
neural FQI [126]. Therefore, we can consider neural FQI as a variation of DQN,
where we substitute experience replay with sampling from a stable distribution to
understand the statistical characteristics.

Double Deep Q-Network Deep RL methods employ neural networks to adapt
the agent’s policy for optimizing the return

o
k
G = E YV Tkl
k=0

with the discount factor v € [0,1). Each state and action pair (s,a) can then be
assigned an action-value that quantifies the expected return from state s in step ¢
taking action a under policy m

qr(s,a) =E; [Gy | st = s,a, = a].

The aim is to find the optimal policy that maximizes the expected return. Such
a policy can be derived from the optimal action-value function ¢,, defined by the
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Bellman optimality equation:
G(s,a) =B |rpy1 + maxq. (sp41,0") | st = 8,0, = a .
a

Instead of directly solving the Bellman optimality equation in value-based RL, the
aim is to learn the optimal action-value function from data samples. One such
prominent value-based RL algorithms is )-learning, where each state-action pair
(s,a) is assigned a so-called @-value (s, a) which is updated to approximate g..
Starting from randomly initialized values, the Q-values are updated according to
the following rule:

Q(st, ar) < Q(se, ar) + o ('f’t+1 + ’Ymaf,iXQ (St41,0") — Q(se, CLt)) ;

where « is the learning rate, r;, is the reward at time ¢ + 1, and s;;1 is the next
encountered state after taking action a, in state s;.

Algorithm 2 Double Q-Learning

Initial network < Q?, target network <— Q?', replay buffer < D, 7 << 1 > Input
for each number of iterations do
for each step do
Observe state s; and choose a; ~ m(ay, s¢)
Apply a;, observe s,11 and r, = R(ay, $¢)
Store (8¢, ag, re, Sey1) in D
end for
for each update step do
Sample e; = (s, ag, 14, S441) ~ D
Compute Q-value:

Q" (s, a0) =1+ 'er (stﬂ, argminanl(stH, a)) (2.43)

Perform gradient descent on [Q*(st, ar) — QY (s, at)}z
Update the Q-network parameter:

O+ 17x0+(1—7)x6 (2.44)

end for
end for

In the limit of visiting all (s, a) pairs infinitely often, this update rule converges
to the optimal Q-values in the tabular case |102|. In practice, a so-called e-greedy
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policy is used to ensure sufficient exploration in a Q-learning setting. Formally,
stated as,
1 — ¢ for a = maxy, Q (s, d’)
m(a|s) =
€; otherwise

The e-greedy policy is only used to introduce randomness to the actions selected by
the agent during training, but once training is finished, a deterministic policy follows.
We employ neural networks (NN) as function approximators to extend Q-learning
to large state and action spaces. NN training typically requires independently and
identically distributed data, which isn’t naturally available in the sequential RL
data. This problem is circumvented by experience replay. This method divides
past experiences into single-episode updates, creating batches randomly sampled
from memory. To stabilize training, two NNs are employed: a policy network that
is continuously updated and a target network that is an earlier copy of the policy
network. The policy network estimates the current value, while the target network
provides a more stable target value represented by Y:

!
Ypon = T4 + max Qrarget (St41,a")
a

In the Double deep Q-network (DDQN) algorithm, the action for the target value
is sampled from the policy network to reduce the overestimation bias inherent in
standard DQN. The corresponding target is defined as:

YDDQN =Tl + VQtarget (3t+1, arg maXonlicy (St+1, a’)) .
a/
This target value is approximated using a selected loss function, in this case, a
smooth L1-norm loss.

2.3 RL-based quantum architecture search algo-
rithm

Through the discussions in the previous sections, we notice that learning an RL-agent
primarily depends on the following ingredients. The environment specifications,
a proper description of the RL-state, the formulation of the reward function and
the action space encoding. Hence, while constructing an RL-based quantum
architecture algorithm to solve variational quantum algorithms, it is crucial to
define the environment, the state of the RL, the action, and the reward function in
an agent-friendly way.

In the Fig. (2.12), we illustrate an effective yet simple way to define the
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Figure 2.12: The crucial ingredients to cook a successful RL-based QAS algorithm.
Here, the environment is defined through the hybrid quantum-classical algorithm.
The RL-state is represented through the variational quantum circuit, the reward
function is a function of the cost function that encodes the problem, and the actions
are defined by one- and two-qubit quantum gates.

ingredients in order to construct an RL-based QAS algorithm. The environment is
specified through the quantum-classical algorithm, where the variational quantum
circuit, i.e. the ansatz, is considered RL-state. It should be noted that there are
several ways to encode the ansatz in an RL-agent readable way [50.,|116], but we
(which is elaborated in the upcoming chapters) utilize a novel 3D tensor-based
binary encoding scheme. Meanwhile, the reward function can be defined in a sparse
or dense manner. In the illustration, the reward is dense as the cost function is
calculated, and then, based on its value, the reward is defined in each step t of an
episode. If the cost function approaches the predefined threshold value (, the agent
receives a highly positive response (+R). In other scenarios, instead of punishing
the agent, we define the cost so that the agent reaches closer to the goal (here, the
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predefined threshold (), and the reward becomes more positive. This makes the
learning curve of the agent smoother and not stricter than a sparse (punishing)
reward function. This will be more elaborately discussed in the upcoming section
when we present the RL-VQSD algorithm in chapter [3] It should be noted that
we also make use of a sparse reward function in the case of the CRL-based VQE
algorithm presented in chapter 4|in order to compare its performance with the state-
of-the-art RL methods. Finally, after each step ¢, the agent decides on an action to
take from the action space. The action space is represented by a continuous set of
parameterized one-qubit rotation gates, and for two-qubit gates throughout the
article, we utilize the CX gate. The action space is defined using one-hot encoding,
which will be elaborated in the upcoming chapter.

Having all the ingredients for constructing an RL-based QAS algorithm, the
upcoming chapters focus on specific applications of this design.

ol
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Chapter 3

Reinforcement Learning assisted
Variational Quantum State

Diagonalization: RL-VQSD

In this chapter, we provide an overview of the results concerning the utilization of
Reinforcement Learning in the task of Variational Quantum State Diagonalization
which we call the RL-VQSD method. We start with a review of the state-of-the-art
approach for quantum state diagonalization, followed by an investigation of the
efficiency of various classical optimization techniques and ansatz structure. Next,
we introduce a novel binary encoding scheme for quantum circuits that improves
the efficient search for a diagonalizing unitary and provides an enhancement in the
accuracy for the VQSD scheme. Moreover, a carefully constructed dense reward
function makes the RL-VQSD more efficient in terms of the number of gates and
depth of the diagonalizing unitary. In the last part, we demonstrate the example
where the proposed techniques lead to a significant improvement of the VQSD
algorithm.

3.1 Introduction

One of the most prominent variational quantum algorithms is called the Variational
Quantum State Diagonalization (VQSD) [87]. This procedure utilizes a quantum-
classical hybrid procedure to identify the unitary rotation under which the given
quantum state becomes diagonal in the computational basis, i.e. it diagonalizes
a quantum state. This has several applications, including quantum state fidelity
estimation [31|, device certification [85], Hamiltonian diagonalization [168|, and
extracting the entanglement properties of a system [87]. VQSD generalizes the
well-studied problem of quantum state preparation, which can be understood as
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quantum state tomography for pure states. Considering it has applications that
range from quantum information to condensed matter physics, an efficient way to
deal with quantum state diagonalization may lead to interesting insights in these
fields.

It is worth mentioning that classical methods of diagonalization scale polyno-
mially with the size of the matrix [43| and in Tab. we list a few well-known
classical diagonalization algorithms and their complexity. Meanwhile, quantum
principal component analysis [97] (¢qPCA) proposes an exact algorithmic method
for quantum state diagonalization.

Methods Asymptotic Complexity
QR iteration [164] O(n?)
BI iterations |144] O(nm)
Divide & conquer [58| O(n?)
MR method [121] O(n?)

Table 3.1: Complexity comparison of the classical methods for diagonalization.

Nevertheless, qPCA often results in complex circuits, which variational ap-
proaches could potentially surpass. However, a significant challenge in VQSD lies
in devising an efficient ansatz capable of diagonalizing a specific quantum state.

Many factors can be used as a pointer for an efficient ansatz (Aeg) but for the
sake of the thesis we primarily focus on the following definition to define an efficient
ansatz [82]:

Definition 3.1.1: An ansatz is efficient if the depth and the total number of gates
are smaller compared to the state-of-the-art ansatz structures, and which returns a
lower error in solving the problem.

Here, we can formulate the task of finding an efficient ansatz that can be
expressed (ideally) in the following way

Aeff = minAf(DaNgu A)? (31)

WVg,
where D is the total depth, N, is the total number of gates in the ansatz. Meanwhile,
A is the error we receive using the ansatz. Based on the fact that the parameters
D, N,, and A increases with the increase in number of qubits the overall A.g is
a monotonically increasing function of these parameters. And the task of finding
the efficient ansatz boils down to decreasing the rate of the growth of this function
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with the number of qubits. It should be noted that based on the problem, the
definition of A varies, as we will show in the upcoming sections.

In the standard VQSD methods, a Layered Hardware Efficient Ansatz (LHEA)
is utilized as shown in Fig. (2.5).

-1 — RY (0)) 4— RY (6)) |
GO)| —

—] —  — RY(0) | —— RY (0|
— — — RZ(01) FH RY (62) | H RZ(05) F—— RZ(0:) | RY (6,) | RZ(65) |

G(0)

— rzenH Ry 0. H rz(05) -] RZ(0) | RY (02) [ RZ(03)

Figure 3.1: Two possible decompositions of the two-qubit rotations in each layer-
wise unitary U;(6;) of the layer-ansatz in Fig. 1)

A single layer of the ansatz contains two-qubit gates acting on neighboring
qubits. These gates are decomposed in two ways illustrated in Fig. Although
in the LHEA, the parameter count increases linearly with the number of layers
and qubits, it has trainability issues and often encounters local minima. To
tackle the trainability issue, instead of using a fixed structure of LHEA, the
authors allow additional updates (i.e. changes in the ansatz structure) during the
classical optimization process. In this process, every optimization step involves
the minimization of the cost function with a small random change to the ansatz
structure. The new structure is approved or rejected based on a simulated annealing
scheme [37]. Although the varying structure LHEA outperforms fixed structure
LHEA, the number of gates in the quantum circuit increases rapidly as we scale
the size of the quantum state. Hence, the problem of finding a method to construct
an ansatz that satisfies all efficiency criteria is still an open problem.

To tackle the problem, we incorporate a Reinforcement Learning (RL) agent
to automate the search for an efficient ansatz for VQAs. In the past several novel
approaches have been introduced in the light of machine learning techniques to
address the challenge of finding a new architecture of ansatz [26,44,/63,86} 112,
116},/118,/166,|169]. In a nutshell, the RL-based algorithm, i.e. RL-VQSD we
introduce in [82] utilizes a state-of-the-art encoding method for RL-state space,
representing the variational circuit, along with a dense reward function to show that
our approach can be successfully used for diagonalizing arbitrary mixed quantum
states. Moreover, we also demonstrate that compared to LHEA, the ansatz proposed
by the RL-agent is more efficient (Def. for the definition of efficient ansatz).
The methods we discuss are algorithm-independent, so they can be easily adopted
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to tackle any VQAs.

In the following, we first briefly discuss the VQSD algorithm and the ways to
implement it. Using LHEA we analyze its performance for random quantum states.
Next, we give a brief discussion on how we can incorporate Reinforcement Learning
(RL) to automate the VQSD process, which throughout the article we call the
RL-VQSD method.

3.2 Previous work

In this section, we briefly discuss the variational quantum state diagonalization
algorithm and analyze its performance. We will use the described procedure as the
starting point for the utilization of Reinforcement Learning to improve efficiency.

3.2.1 The VQSD algorithm

The variational quantum state diagonalization algorithms, introduced in [87], aim
to identify the unitary rotation under which the given quantum state becomes
diagonal on the computational basis. Hence, for a given state p, VQSD composed
of the three following subroutines (see Fig. (3.2))

e TRAINING In this subroutine, for a given state p, one optimizes the parameters
0 of a quantum gate sequence U (f), which (ideally) after optimization satisfies

:5 = Uv<9_’opt>p[](_‘opt)Jr = Pdiag> (32)

where pgiag is the diagonalized p in its eigenbasis and gopt are the optimal
angles. One can utilize classical gradient-based methods such as SPSA [142]
and Gradient-Descent [130], or gradient-free optimization methods such as
COBYLA and POWELL [124] in the training process.

e EIGENVALUE READOUT In this subroutine, using the optimized unitary
U(Bqpt) and one copy of state p, one can extract — for low-rank states — all the
eigenvalues or — for full-rank state — the largest eigenvalues. This is achieved

by measuring the p in the computational basis, b = b,b, ... b, as follows
A = (bl7lb), (33)
where \ are inferred eigenvalues.

e EIGENVECTOR PREPARATION In the final step one can prepare the eigenvec-
tors associated with the largest eigenvalues. If b is a bit string associated
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with A then one can get the inferred eigenvectors |#g) as follows

105) = U(fopt)T[B) = U(op)T (X" @ ... @ XP) |0). (3.4)

Training

Eigenvalue Readout BEigenvector Preparation

Figure 3.2: Elements of Variational Quantum State Diagonalization (VQSD)
algorithm. In the presented example, we consider the diagonalization for a two-
qubit input state.

3.2.2 The cost function

The VQSD algorithm focuses on finding a unitary that diagonalizes a quantum
state; hence, the cost function should encode the information about how far a state
p is from being diagonal. Meanwhile, we need to ensure that the cost function
choice follows the three golden rules of cost function construction that are briefly
discussed in Sec. One such cost-efficiently computable cost function is

—

C(0) = Tr(p*) — Tx(D(p)*). (3.5)

where D denotes the dephasing channel to minimize the off-diagonal terms in p.
The cost function Eq. (3.5 is upper bounded by the error in the eigenvalue of p.
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Where we define the eigenvalue error by

A; = Xm: (Ai - Xi>2, (3.6)

where m represents the number of the largest eigenvalues, ); is the true eigenvalue
and ); is the inferred eigenvalue obtained from the EIGENVALUE READOUT subrou-
tine. In the ideal case, where the state is completely diagonalized, m = 2" indicates
all the eigenvalues have been considered.

It should be noted that in the cost function Eq. , the 1st term on the RHS
can be computed outside the optimization loop, and we left out with the main
task of evaluating the 2nd term. Also, the cost function landscape for the cost
function turns insensitive to the changes in the ansatz when we scale up the size of
the quantum state, but as we constrain ourselves to n < 6 qubits, we can efficiently
utilize the cost Eq. .

In the following, we first analyze the performance of different ansatz and
optimizers to diagonalize a two-qubit mixed quantum state.

3.2.3 Benchmarking the performance of LHEA

In the following, we rigorously investigate the state-of-the-art VQSD method for two-
and three-qubit uniformly distributed random quantum states that are generated by
using the random_density_matrix generator of qiskit.quantum_info moduldﬂ
of qiskit [4]. We do the investigation for two-qubit random mixed quantum
states and focus on the performance of LHEA. Further, we benchmark classical
optimization methods in the task of diagonalizing a two-qubit mixed quantum
state.

Performance of LHEA In Fig. , we explore the possible constructions
of HEA and briefly discuss their performance. For name convention, we call the
ansatz in LHS of the first row as RYCZ and the RHS one as RZRXCX ansatz where
we call the ansatz in the 2nd row as RYRZRYCX ansatz. It can be seen that for the
RYCZ ansatz, the convergence with the number of parameters saturates at 10~! for
all kinds of optimizers, whereas the other two ansatz shows good performance in
minimizing the cost.

The convergence of the RYRZRYCX and RZRXCX ansatz shows comparable perfor-
mance. Both ansatzes have their advantages and disadvantages which are discussed
in the following points.

Thttps://qiskit.org/documentation /stubs/qiskit.quantum _info.random _density matrix.html
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Figure 3.3: Three kinds of LHEA in diagonalizing a two-qubit quantum state using
VQSD. We can see from the results that the RYCZ structure performs worse than
the other two structures in terms of finding the optimal cost function for the task.
In the pictures Bl=RY, = —RZ and ll—RX gate.

e In the case of the RZRXCX ansatz, the number of parametrized gates is very
small and relatively susceptible to noise. On the other hand, due to a higher
number of different parameters, i.e. 61,05, 05 and 6, for larger quantum states,
it fails to optimize the cost function.

e In the case of the RYRZRYCX ansatz, the number of different parameters in
gates is very small, making it more suitable for optimization. On the other
hand, due to the increase in number of gates, it is not susceptible to noise.

In Fig. we further investigate the performance of RYRZRYCX and RZRXCX ansatz
for a three quantum mixed quantum state, and we can clearly see that RYRZRYCX
outperforms the other so we use the RYRZRYCX construction of LHEA for VQSD
throughout the paper, if not stated otherwise.

Benchmarking optimizers In Fig. (3.5) RYRZRYCX construction of LHEA to
diagonalize 100 Haar-random mixed quantum states is presented.
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Figure 3.4: Two distinct structures of LHEA. In Fig. , we saw that the RZRXCX
and the RYRZRYCX ansatz performs equivalently for two-qubits in optimizing the
cost. By considering these two structures of ansatz, we investigate the performance
of these structures in cost function minimization. The figure shows that RYRZRYCX
structure outperforms in terms of accuracy compared to RZRXCX.

From the left-hand side of Fig. we can see that we need at least 3 layers
to get a good approximation to the diagonal state of an arbitrary two-qubit mixed
state. This indicates we need at least 4 CX and 12 x 4 = 48 parameterized gates
with a total depth of 7 x4 = 28 to get a good estimate on the diagonalizing unitary.
Among all the optimizers, the POWELL optimizer gives us the best outcome;
meanwhile, on the right-hand side of Fig. (3.5) we notice that the Typ, i.e. the
time (in minutes) it takes to finish a complete round of optimizationﬂ grows rapidly
as we increase the number of layers. On the other, COBYLA finishes the complete
optimization process in just 0.1 minutes. Still, the cost function does not go below
10~ and hence fails to give us a good approximation to the diagonal state.

In the following, we primarily use COBYLA in the classical optimization
subroutine for reinforcement learning-assisted VQSD, i.e., the RL-VQSD method.
The main motivation behind this decision is the following. While utilizing a
learning-based method like RL we start from an empty quantum circuit, and using
a state-of-the-art encoding method, we encode the circuit into an RL-state. After
each application of a gate to the quantum circuit, the RL-state updates, and the
circuit passes through a classical optimization method. Using the outcome of the
optimization, we evaluate a reward function. Based on the reward, the RL-agent
decides on an action that encodes the information of a particular quantum gate.
This process repeats until a predefined threshold in cost estimation is reached, and

2Each round of optimization contains 10 runs of the optimizer with uniform random initializa-
tion and we choose the best parameters among the 10 runs.
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Figure 3.5: Different optimizers’ performance in minimizing the cost function in
diagonalizing 100 random two-qubit mixed states. It can be seen that among the
gradient-free optimizers, POWELL performs optimally, whereas the time it takes to
provide the optimized result is higher than other optimizers. In the case of the
gradient-based optimizer, the L-BFGS-B and the BFGS outperform other similar
optimizers.

the total number of episodes is exhausted. After the application of each action,
we harness the power of classical optimization to make sure that the optimization
process does not consume most of the resources in the RL-VQSD.

3.3 Components of RL-VQSD algorithm

Before jumping into RL-VQSD, in this section, we provide a detailed description
of the building blocks used in the proposed algorithm. As in any RL method,
the proposed methods included the specification of the state, the actions, and the
reward function.

3.3.1 RL-State

Learning-based quantum architecture search algorithms require a concise circuit
representation that is commonly referred to as encoding. Through the encoding
scheme, we can modify, compare, and explore the quantum circuit. This helps
us to navigate the search space of all possible alternatives efficiently and discover
effective and innovative quantum circuits. In the following, we will elaborate
on a tensor-based binary encoding approach for the quantum circuit, which can
efficiently be utilized as an RL-state. The encoding was first introduced in [119]. In
this scheme, the gate structure of the ansatz is expressed as a tensor of dimension
[T'x ((N 4 3) x N)|, where N represents the size of the problem and 7T is the
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considered maximum depth of the ansatz. For VQSD, N represents the number of
qubits in the quantum state that need to be diagonalized. The proposed encoding
can be explained through the following two points:

1. Freedom in connectivity The encoding enables all-to-all qubit connectiv-
ity, but it can be restricted by considering unidirectional nearest neighbour
connections only. In this scenario, the matrix dimension ((N + 3) x N) is
reduced to (4 x N). One should note that in the case of a two-qubit gate, one
is not required to keep track of the control and target simultaneously. Hence,
defining one argument of the two-qubit gate implicitly provides information
about the other argument due to its nearest neighbor and unidirectional
nature. A similar encoding scheme is described in [50].

N

—r
00 0 0 0 0 0 0 0 0 0 0
00 0 0 00 0 0 00 1 0
CX 00 0 O 0 0 0 0 0 0 0 0
00 1 0 0 0 0 0 00 0 0
RX<|0 1 0 O 1 0 0 O 00 0 0
RY (0 0 0 0O 01 0 0 0 0 0 0
RZ<|1 0 0 O 0 0 0 0 1 0 0 0
N N N
629 bQ’Q bQ’Q

Figure 3.6: Example of the proposed encoding for 4-qubit ansatz. The first (N x N)
square matrix is reserved for the CX connectivity. The columns of the square matrix
encode the target qubit, and the rows represent control qubits. The remaining
((N 4+ j) x N) elements encode arbitrary rotation towards j direction where j = 1,
2, and 3, for X, Y and Z rotations, respectively.

2. Depth-based encoding In previous work [116] each ((NV + 3) x N) matrix
carries information corresponding to each action taken by the agent, where
each action represents either a single or a two-qubit gate. Additionally, the
information was integer-based, in the range 0 to N.

On the contrary, In our work, the encoding is binary and depth-based. For ex-
ample, if 7" = 3, then the encoding initiates by filling up the [i x (N + 3) x N)]
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for ¢ = 1 until a depth of RL-ansatz is encoded. Which is described as follows:

(N +3) x N), (N +3) x N), (N +3) x N)| . (3.7)
dept‘hr =1 all ;gros all ;gros

Then, as ¢ = 1 is filled up, we move to i = 2 to encode depth = 2 of the
RL-ansatz, which yields

(N+3)xN),(N+3)xN),((N+3)xN)|. (3.8)
dept\hr =1 dept‘}: =2 all ;gros

Finally, the depth = 3 is encoded in 7 = 3 resulting in

(N +3) x N),((N+3) x N), (N +3) x N)| . (3.9)

Vv vV Vv
depth =1 depth = 2 depth = 3

Each depth encoding follows the scheme shown in [3.6] In the following, we give a
simple example of 7' = 3 encoding. In the Appendix [D.I] we provide a code that is
used for the RL-state encoding.

3.3.2 RL-action

For constructing the quantum circuits, we use the scheme developed in [116] with
CX and one-qubit rotation gates, which are feasible on currently available quantum
devices. The encoding of the action space can be defined as follows. The CX gates
are represented by a pair of values that indicate the positions of the control and
target qubits, with enumeration starting from 0. As for the rotation gates, they
are encoded using two integers, also starting from 0. The first integer identifies the
qubit register, while the second integer specifies the rotation axis. For an N-size
quantum state, the agent can choose from 3 x N single-qubit gates and from 2 x (];7 )
two-qubit gates. Additionally, we utilize a one-hot encoding for the action. We
provide a simple example to make it more clear.
Each action is represented by a list of 4 numbers where

A — [N, N, e3,e4];, if gate = ROT
b [e1, €2, N, N];, if gate = CX

where ¢ € T' denotes the time step and e; € {0,1,..., N — 1}. In the case of one
qubit parameterized gates defined through ROT encoding, say [N, N, e3, e4] the qubit
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position is defined by e3 and the rotation azis is encoded through by e4. Meanwhile
for two-qubit CX gates the encoding [eq, e, N, N| represents that the control is on
e; qubit whereas the target is on (e; + e3) (mod N) qubit.

An example Here, we give a simple example of the encoding and the action
scheme for 7" = 3. In the Fig. (3.7), we take a three-qubit system. The empty
circuit is denoted by a tensor of size 3 x (6 x 3) tensor. As we can see from the

00 0 000 0 0 0 0 0 0 00 0 0 0 0
00 0 00 0 0 0 0 0 0 0 00 0 0 0 0
0 0 0 00 0 0 0 0 0 0 0 0 0 0 0 0 0
00 O[’]0 O O[]0 O O 0 0 0/”|0 0 0|”7]0 0 O
000 000 000 0 0 1 00 0 0 0 0
00 0 000 0 0 0 0 0 0 00 0 00 0
FEE 3,3,2,1] §
— : ’ :
l[o, 2,3,3]
: — 33,1, T
:
: : [ N -
e e
00 0 00 1 0 0 0 0 0 0 00 1 000
00 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
00 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0|”[]0 O O0]”f0 O O 0 0 0|/”|0 0 0”0 O O
00 1 0 0 0 0 0 0 00 1 0 0 0 0 0 0
01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Figure 3.7: A toy example of action and the encoding scheme. The actions are
represented with a list of four numbers. The first two elements in the digit carry
the information about the controls and the target of a two-qubit gate that the
RL-agent suggests adding in the next step to the ansatz. Meanwhile, the last two
digits tell us about a one-qubit gate, on which qubit the gate should be added, and
in which direction the rotation is.

example, the first (6 x 3) matrix is filled when the RY gate is applied on the 3rd
qubit. But the information is encoded in the next empty tensor for the next gate,
which is CX with a control on the first and a target on 3rd qubit. This is because
each (6 x 3) matrix encodes the complete information corresponding to a depth.
That is why when the next RZ gate is applied on the second qubit, the information
corresponding to it was encoded in the previous (6 x 3) matrix because it does not
increase the depth of the circuit.

The encoding presented in the paper is an RL-agent-friendly representation of
the action space. Many such encoding schemes can be adopted as a representation
of the action space. Meanwhile, as we constrain the action space to only one-qubit
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rotations and CX gate, it would also be interesting to investigate the inclusion of
other gate-sets in the action space.

3.3.3 RL-reward

To guide the agent quickly towards the goal, we introduce a reward that is dense
in time at each time step t. The reward used in this work is given as

—

+R for Cy(6)

<(+1077,
—log (C’t(ﬁ) — C) for C,(6) > C.

R= (3.10)

where the goal of the agent is to reach the minimum error for a predefined threshold
(, te.the tolerance for cost function minimization. The ( is a hyperparameter of the
model. The cost function at each step ¢ is calculated for the ansatz which outputs

—

a state py(0) as

— —

Co(G) = Te(p?) — Te(pi(6)?). (3.11)

10%
R = 500

102 4
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10°

: : : : : : : : : :
RX0 RY1 RYl RY0 RX0 RZl RYO RY0 CX10 RX0
Actions

Figure 3.8: The variation of reward function with actions taken by the RL-agent.
In this illustration, we use RL-VQSD (which is discussed in the upcoming section)
to diagonalize a two-qubit random quantum state. The agent receives a high reward
of value R = 500 if the RL-ansatz passes a predefined threshold (which is ¢ = 107°)
in any step of an episode. The total number of steps considered for this task is
20. The labels in the x-axis represent each action in terms of a gate where for one
qubit gate, the label is denoted as Gj where G is the rotation gate on j-th qubit.
For the two-qubit gate, we use the notation CXij where CX is the controlled-NOT
gate with control on i-th and the target on the j-th qubit.

Through the illustration in Fig. (3.8]), we show how, for a successful episode,
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the reward function defined in Eq. changes after the application of each
action. The illustration shows the learning curve of the RL-ansatz where after
taking 15 actions, the cumulative reward reaches the maximum (i.e. R = 500),
which means the RL-agent at this point is able to pass the predefined threshold
(which ¢ = 1075).

3.3.4 RL-VQSD

In this section, we utilize the previously described approaches, such as ansatz
encoding, action formulation, and various approaches to reinforcement learning

(see Sec. for details
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Figure 3.9: Demonstration of the RL-VQSD procedure: In this approach, the
VQA task is linked to an environment where ansatz serves as the RL-state in
Reinforcement Learning (RL). The RL-agent receives a reward in the form of an
optimized cost function from the environment, along with the current RL-state.
Employing an e-greedy policy, the agent selects an action (a quantum gate), which
updates the RL-state for the subsequent step. Using this updated RL-state, the
VQA optimizes the cost function, generating a new reward for the agent. This
iterative process continues until all episode steps are completed or the cost function
reaches a predefined threshold. Throughout our study, we initiate RL-VQSD with
an empty circuit, and at each step, the agent’s action constructs the RL-ansatz,
symbolized by U(d) = 1.

on the various approaches) to enhance the performance of the VQSD algo-
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rithm. We primarily focus on the number of gates, the depth, and the accuracy of
diagonalization of an ansatz. In Fig. , we illustrate the RL-VQSD algorithm.

To achieve the results, we use a Double Deep-Q network [105] (DDQN) for
better stability with an e-greedy policy and the ADAM optimizer |78]. We start
with the parameter specifications given in [116], which uses the n-step DDQN
algorithm with a discount factor of v = 0.88 and an e-greedy policy for selecting
random actions. The value of € is gradually decreased from 1 to a minimum value
of 0.05 by a factor of 0.99995 at each step. The size of the memory replay buffer is
set to 2 x 10%, and the target network in the DDQN training is updated with every
500 action. Following each training episode, we conduct a testing phase where
the probability of selecting a random action is set to 0, and the experience replay
procedure is turned off. Experiences obtained during the testing phase are not
added to the memory replay buffer.

To obtain a reward R for the circuit (ie.for each environmental state), an
optimization subroutine needs to be applied to determine the values of the rotation
gate angles. We use well-developed methods for continuous optimization, such as
Constrained Optimization By Linear Approximation [124] (COBYLA), which has
been shown to be among the best performing when there is no noise in the system.
In this chapter, we set R = 500.

3.4 Diagonalizing quantum state with RL-VQSD

In this section, we briefly investigate the performance of RL-VQSD on diagonalizing
two-, three- and four-qubit quantum states. We start with diagonalizing two-qubit
randomly sampled quantum states and show that the RL-VQSD outperforms the
state-of-the-art VQSD method using the RYRZRYCX construction of LHEA. Due to
the fast optimization time throughout the chapter, we utilize COBYLA optimizer
with 400, 500, and 1000 iterations for two-, three- and four-qubit states. In the
case of diagonalizing three- and four-qubit states, we consider the reduced ground
state of the six- and right-qubit Heisenberg model and show that the RL-agent
proposed ansatz (so-called the RL-ansatz) provides us with a smaller quantum
circuit with lesser gates, depth and better accuracy compared to state-of-the-art
ansatz structures.

3.4.1 Two-qubit states

In this section, we aim to utilize a quantum computer to diagonalize (1) a fixed
mixed quantum state and (2) 50 random quantum states to get the average
eigenvalue approximation error and count the gates in RL-ansatz. We utilized
the random_density_matrix of the module quantum_info of qiskit [4] to obtain
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the random density matrices. The states are sampled from the Haar measure.
By (1), we argue that RL-VQSD can exactly diagonalize a quantum state. The
results of (2) demonstrate that the average performance of RL-VQSD is better
than state-of-the-art ansatz.

It can be seen from we show that the agent is able to propose an ansatz
that provides us with the exact eigenvalues for a two-qubit random quantum state
with 12 quantum logic gates containing 10 rotations and 2 CX gates. In [3.11], we
illustrate the quantum circuit proposed by the agent.

=& 0.0015369 =y~ 0.1961699 —6— RL-agent —¢ LHEA
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Figure 3.10: Diagonalization of a two-qubit random density matrix of full rank. In
@, we illustrate the convergence of eigenvalues of a mixed quantum state. Mean-
while, in @, we compare the performance of the RL-agent proposed ansatz with
the LHEA. It can be seen that the RL-agent ansatz gives us a better approximation
of the eigenvalues. Additionally, the RL-based methods can achieve the accuracy
of the LHEA using the circuit with significantly reduced depth of the resulting
circuit.

In Fig. , we benchmark the performance of RL-ansatz against LHEA.
In the illustration, we show that the agent not only gives us a small ansatz to
diagonalize with a specific predefined threshold ¢, but it also helps us achieve a
very low error in eigenvalue estimation compared to LHEA.

Furthermore, we explore the possibility of utilizing the ansatz proposed by the
RL agent, learning on a fixed quantum state, for the diagonalization of other states.
We can confirm that this is indeed possible in the case of the two-qubit state. The
corresponding results are presented in Fig. . One can argue that, in this
case, the diagonalization task is relatively easy. However, one should note that the
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Figure 3.12: Statistics of error in eigenvalue estimation for 500 arbitrary quantum
states. As an ansatz to diagonalize all the quantum states, we consider the fixed
RL-ansatz in Fig. (3.11)).

ansatz proposed by the RL agent gives an average error in eigenvalue estimation as
in the case of using a standard approach based on LHEA (cf. Fig. (3.10b)) while
enabling the utilization of a shorter quantum circuit, and reducing the potential
influence of errors.

3.4.2 Three-qubit reduced Heisenberg model

One of the important applications of VQSD is to study the entanglement in con-
densed matter systems . Hence, in this experiment, to get a better understanding
of the efficacy of our method in this regard, we consider a three-qubit reduced state
of the ground state (|1, s,)) of the one-dimensional Heisenberg model defined on
six qubits which have the following form

2n
H— ZS”(J’) ) g(j+1), (3.12)
j=1
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where SU) = \/Lg (X(j)fv +YUj+ Z(j)é') with periodic boundary condition Sent+l) —

S (M) where X, Y, and Z are the Pauli operators. To perform entanglement spec-
troscopy on the ground state of the 6-spin Heisenberg model (ie.2n = 6), we
diagonalize the reduced state pyea = Trg, [|¥s,.5,) (¥s,.s,]|]- We consider choosing
the threshold ¢ = 10~* for 500 iterations of the global COBYLA method.
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Figure 3.13: Convergence of the eigenvalues of three-qubit, reduced Heisenberg
model. The labels on the top of the figure correspond to the eigenvalues. The black
dots represent the true eigenvalues. Due to degeneracy in energy level, some dots
are overlapped.

The results presented in Fig. confirm that the RL-agent can learn to
construct an ansatz that can find all the eigenvalues with good accuracy with a
very small number of gates and depth. The @ represents the true eigenvalues. We
can see that the ansatz takes 18 gates to give us 6 out of 8 exact eigenvalues of
a three-qubit Heisenberg model. Additionally, the RL-ansatz finds the remaining
two smallest eigenvalues with A; = Ag = 1.73 x 1077 accuracy. In Fig. we
present the RL-ansatz that contains 10 rotations and 8 CX gates, proposed by our
methods.

It should be noted from circuits in Fig. and in Fig. that the rotation
in the 7 direction, ie.RZ quantum logic gate, does not play a crucial part in the
diagonalizing unitary. Thus, one might attempt to diagonalize a random quantum
state of two and three qubits, excluding RZ rotation from the list of quantum gates.
This gives us a hint concerning the action space that could be significantly reduced
in these examples.
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Figure 3.15: Performance of LHEA with the number of layers on (see LHS) and on
the RHS, we show the time it takes to complete layers.

Performance of LHEA Here we compare the performance of the LHEA as
shown in Fig. with the RL-ansatz for diagonalizing a three-qubit
reduced Heisenberg model. In the case of LHEA, each layer is composed of all-to-all
connected two-qubit rotations containing a sandwiched CX gate in between RZRYRZ
rotations of the form presented in [3.I(with 3 rotation gates). Hence, each layer
contains 12 parameters. To achieve a cost function in the order of 1074, it takes
more than 60 parameters and at least 5 two-qubit gates. At the same time, the
RL-ansatz achieves an accuracy lower than 10~ in just 10 rotations and 8 two-qubit
gates. We get a 6 times improvement compared to LHEA in terms of parameters.

RL-ansatz scaling with accuracy Here, we briefly investigate the scaling of
the minimum number of gates and the depth of the ansatz to diagonalize the
three-qubit ground state of the reduced three-qubit Heisenberg model using the
RL-VQSD. The results are illustrated in the Fig. where we can see that
the number of gates and the depth both scale linearly with the increase in (, the
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Figure 3.16: In this illustration, we show the minimum number of gates and depth
required to diagonalize the ground state of the reduced 6-spin Heisenberg model
using an RL-VQSD.

pre-defined tolerance provided to the RL-agent.

¢ min. ROT | min. CX | ave. depth | ave. num gate
1073 5 4 16.63 23.084
1075 8 5) 19.67 27.863
1077 14 10 31.63 41.13
107° 18 15 36.8 46.15

Table 3.2: In this table, we summarize the scaling of various important RL-ansatz
components averaged over 3000 episodes of RL-VQSD.

3.4.3 Four-qubit reduced Heisenberg model

We extend the results of the previous section for the ground state of the 8-spin
Heisenberg model (ie. 2n = 8). We diagonalize the four-qubit reduced state of the
ground state of the 8-spin Heisenberg model.

It takes 53 gates to find the first 6 largest eigenvalues, with an error below 1075,
Out of 53 gates, 16 are CX gates, and the remaining are one-qubit rotations. We
consider choosing the threshold ¢ = 10~ for 1000 iterations of the global COBYLA
method.
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Figure 3.17: The convergence of individual (left panel) and the overall error (right
panel) in eigenvalues for 4-qubit reduced Heisenberg model. This provides a
significant improvement in terms of gate count and depth compared to the result
reported in [87].

Qubits | Minimum depth | Minimum # of rotations | Minimum # of CX
2 8 9 2
3 12 10 8
4 33 28 16

Table 3.3: A summary of the minimum number of one- and two-qubit gates required
in RL-ansatz to diagonalize two-, three- and four-qubit systems.

The summary of our results is provided in Table [3.3] One can notice that there
is a relation between the number of CXs and the dimension of the state that we want
to diagonalize. The number of CXs grows exponentially with the number of qubits.
As for the two-qubit case, we find all the eigenvalues with 1071° error with just two
CXs. Whereas for three qubits, we are able to find the first 6 eigenvalues with an
error below 107® but the smallest two eigenvalues we find with 1.73 x 10~7 error
with 8 CXs. Finally, for four-qubit, we find the first 6 eigenvalues with an error below
10~® and the remaining eigenvalues with an error in the range 107% < A < 1076
with 16 CXs. This observation suggests that for a full-rank quantum state of N > 3,
we require at least as many CXs as the rank of the quantum state to get a good
approximation of the largest eigenvalues. It should be noted that to find the first
5 largest eigenvalues with error 1075, the ansatz proposed by the RL-agent is of
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depth 18 and a total of 30 gates, among which 12 are CX gates and the remaining
are rotations. This significantly improves the depth, and the gate count in the
diagonalizing ansatz compared to the results in and .

3.4.4 Performance of random search

random search

- ..:. <3 W -
| :
N .
t 10 6 |
&~
L]
1078 1+ T T T T T
0 5000 10000 0O 5000 10000
Number of Episodes Number of Episodes
(a)

random search DDQN

10°

T T T T
0 5000 10000 0O 5000 10000
Number of Episodes Number of Episodes
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Figure 3.18: The RL-agent can give us more frequent solutions, whereas the
random search can hardly solve the problem. Comparison of accuracy obtained
using random search and RL-based method. Illustration of 10* episodes to solve
the full rank random quantum state of @ two qubits and (]ED three qubits. The red
line denotes the pre-defined tolerance for the approximation of the cost function.
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To demonstrate the hardness of the variational diagonalization task, we utilize
random search to find an efficient ansatz in this section. Unlike the previous
examples where an RL-agent selects an action based on a policy, here, the action
at each step is chosen randomly from a uniform distribution.

In Fig. (in the first column), we show the results for random search
to diagonalize a two- and three-qubit quantum state. It can be seen that the
number of successful episodes (the episodes that pass the predefined tolerance of
cost function) drastically reduces as we scale the number of qubits in the state.
At the same time, the RL-agent (in the second column) provides us with a more
consistent outcome.

3.5 Takeaways

The goal of this chapter was to investigate the VQSD algorithm, to identify its
weak points, and to provide a novel method that can significantly enhance this
technique. To summarize, our result indicated that the following aspects are crucial
for the efficiency of the VQSD technique.

e Choice of best fixed-structure ansatz In the Sec. we briefly investi-
gate the state-of-the-art VQSD algorithm. For the sake of comparison, we
choose 6 different optimization methods and 3 different generic structures of
hardware efficient ansatz (HEA). Our results first show that The RYRZRYCX
of Fig. overall outperforms the other structures of HEA in terms of
accuracy and performs well with the scaling in the number of qubits in the
diagonalizing state for all the optimizers.

e Time vs. accuracy trade-off in classical optimizer Once again in the
Sec. [3.2.3] using the LHEA, and RYRZRYCX as ansatz we consider COBYLA,
L-BFGS-B, POWELL, Nelder-Mead, SLSQP and BFGS as classical optimizer. And
through Fig. we see that Powell gives us the best accuracy towards
the diagonalizing unitary but it has a significant time overhead. Whereas
COBYLA takes 100 times less time compared to Powell, and it fails to return
a good approximation to the diagonalizing unitary. Hence, there is a time vs.
accuracy overhead in the choice of classical optimizers. Due to the impressive
time efficiency, we utilize COBYLA optimizer in RL-VQSD; because if we have
Ay number of actions per episode and N is the number of episodes, then we
need Ay X N query of the classical optimizer. Hence, to minimize the time
spent on each query of the classical optimizer, it is ideal to use an optimizer
that takes less time, pointing towards COBYLA.

e Tensor-based binary encoding scheme for quantum circuit In Sec-
tion we present a qubit efficient encoding scheme for quantum circuits
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that scales polynomially with the number of qubits. Each depth of the circuit
is encoded in a block of dimension ((N + 3) x N). We show that the encoding
scheme provides more degree of freedom in qubit connectivity compared to
previously proposed schemes, and the depth-based nature of the encoding
ensures that it is more efficient. Each depth is filled up by the action scheme
briefly described in Section [3.3.2] For further clearance, please see the
example in the same section.

RL-VQSD outperforms existing algorithms Through the numerical
simulations in Section (3.4.1] [3.4.2] and [3.4.3| we show that RL-VQSD
outperforms the state-of-the-art VQSD methods and provides us with a
diagonalizing unitary with a minimal number of parameters, depth and with
very high accuracy. This claim becomes more prominent when we show that
in Fig. (3.17), the state-of-the-art VQSD method fails to reach the accuracy
reached by RL-VQSD with the same (or even more) number of gates for the
same classical optimizer. Later in Fig. , we show that using RL-VQSD,
the number of gates and the depth of the diagonalizing unitary scales linearly
with increasing accuracy.

Random search is inefficient for diagonalizing task In Section
we replace the RL-agent by random search where the actions per step are
chosen from a uniformly random distribution. Our investigation shows that
(1) The random search fails to achieve a better accuracy compared to the
RL-agent and (2) the number of solutions after the same number of episodes
decreases drastically for the random search. This not only gives us an idea
about the hardness of the diagonalizing problem but also provides insight
into the efficiency of the novel RL-VQSD algorithm.
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Chapter 4

Ansatze synthesis using curriculum
reinforcement learning for variational
quantum eigensolver

This chapter presents a novel curriculum-based reinforcement learning (CRL)
based quantum architecture search algorithm tailored to address the challenges
inherent in deploying variational quantum algorithms in realistic noisy scenarios.
This approach integrates three key elements: (i) the tensor-based ansatz encoding
scheme presented in chapter|3| an illegal action scheme to constrain the search in the
action space, enabling efficient exploration of potential circuits, an episode-halting
scheme guiding the agent towards discovering shorter circuits, and a variant of
the simultaneous perturbation stochastic approximation algorithm, fostering faster
convergence for optimization. Through a series of numerical experiments focusing
on quantum chemistry problems, we showcase our methods’ performance compared
to existing QAS algorithms in noiseless and noisy environments. Through the
investigation, we show that our algorithm provides a more efficient ansatz than
state-of-the-art algorithms. The influence of noise on the architecture search of
ansatz is poorly understood. This chapter addresses this issue by showing that our
CRL-based QAS algorithm can efficiently solve quantum chemistry problems under
realistic quantum noises and constrained connectivity.

4.1 Introduction

The Quantum Phase Estimation (QPE) [2,[3,79] is a quantum algorithm introduced
to extract the eigenvalues of a unitary operator utilizing the Inverse Quantum
Fourier Transform (IQFT) and phase kickback. It is shown that QPE can achieve
exponential speedup in obtaining the eigeninformation of unitaries as long as the
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trial state is appropriately prepared. The promise of achieving quantum advantage
is evident with QPE if a big enough fault-tolerant quantum computer is available.
But its subroutine with IQFT requires a lot of resources, in terms of gates and
qubits, for even relatively small quantum systems. Although recent developments
in QPE are explored to minimize depth [113| and computational resources [77],
exploring the true potential of QPE is beyond the capabilities of present NISQ
devices.

Keeping the hardware constraints in mind a hybrid quantum-classical algorithm,
Variational Quantum Eigensolver (VQE) is introduced [101}/120}/129]. At its core,
VQE utilizes both quantum devices and classical optimization techniques to find
the ground state energy of a molecular Hamiltonian. Finding the ground state is
a crucial problem in quantum chemistry and is essential for predicting chemical
properties and reactions by understanding the electronic structure of molecules.
This has applications from material science [98| to engineering [27]. In VQE a trial
wave function or an ansatz using a Parametrized Quantum Circuit (PQC), U(6), is
prepared as follows

[ (6)) = U (@)l¢0). (4.1)

—

|th) is the initial state usually chosen as |0...0). The U(#) can be decomposed
into a series of parametrized and non-parametrized using Eq. (2.6). If the electronic
Hamiltonian of a molecule is defined as H,,,, then VQE aims to minimize the cost

— — —

C(0) = (L(0) | Hma|1(0)), (4.2)

using a classical optimizer. The variational principle guarantees that Fgrouna <
C (5) where Egrouna is the ground energy of Hy,,. Meanwhile, C (5) is the energy
expectation value of Hy,. The electronic Hamiltonian H,,, is constructed (for an
overview of the construction of molecular Hamiltonian see [65/103]) with fermions
and in order to evaluate the energy one can use indistinguishable fermions to
distinguishable qubit mapping using the Jordan-Wigner [74], Parity [23] and
Bravyi-Kiteav [24]/134] encodings. In recent years a Bravyi-Kitaev superfast [135|
and a qubit-efficient encoding [137] for Hamiltonian is introduced. For a comparison
QPE requires O(1) repetitions with circuit depth scaling in precision O(1) whereas
VQE requires O(%) shots with circuit depth scaling in precision O(1) [159].

The performance of VQE can be influenced by the structure of the ansatz |56,
95,/148| due to the fact that the accuracy of the energy depends on the state
manifold accessible by the PQC. So, finding new methods to construct PQC can
lead to breakthroughs in VQAs for chemistry problems. In the Sec. we briefly
discuss the various ansatz constructions depending on how much knowledge of the
Hamiltonian we have at our disposal. The number of gates and depth increases
exponentially in a problem-inspired PQC as we scale up the size of the molecule.

78



Meanwhile, the hardware-efficient and problem-agnostic ansatz reflect trainability
issues. To address these challenges, new methods have been introduced that draw
on the insight and techniques of machine learning [14}/63,/128|. In recent times,
numerous explored Reinforcement Learning (RL) methods to find an efficient PQC
for VQE [44}50,/116] problem.

In this chapter, we introduce a novel approach towards efficient ansatz construc-
tion using RL, which exploits a Double Deep-Q-Network [157] (see pseudocode [2| for
the pseudocode). Notably, our approach outperforms the existing state-of-the-art
VQE algorithm in the noiseless scenario. We also benchmark the performance of
our RL-based approach under quantum noise and show that even under hardware
connectivity constraints and decoherence noise, the introduced approach shows
impressive performance.

4.1.1 Previous works

As for the groundwork, we are going to mainly focus on the research [116] where
the authors introduce an RL method for quantum circuit construction, utilizing the
Double Deep-Q network (DDQN) with an e-greedy policy and an ADAM optimizer.
They primarily focus on finding the ground state of the four- and six-qubit LiH
molecule with bond distances 1.2, 2.2 and 3.4, respectively. In order to achieve a
solution, they make use of a reward function of the following form.

—{¢]

| | | | |

5 5 5 5 5

| | | | |

| | | | |

L AN | | | |

1 I I I

| | | | |

| | | | |

I I I I I

| | | | |

| | | | |

| | LD 9 |

| | Y L

1 1 1 1 1
ctrl qubit 4 0 4 2 4 4
targ qubit 1 0 1 0 0
rot qubit 0 4 2 4 3 4
rot axis 0 1 0 2 0

Figure 4.1: Example of state representation. In this example, the maximum length
of the circuit L is set to 6 for four-qubit. Since we count qubits from 0, the lack of
a particular gate at each layer is represented by the maximum number of qubits,
i.e., in this case, it is 4, which can be seen in the last column where the ctrl and
the rot qubit are both set to 4.
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5 lfct<Cv
R=1?{-5 if t > L and C; > (, (4.3)

Ci—1—Cy .
A 1) otherwise.

max (

The C} is calculated at each time step ¢ according to the Eq. . Here, the
main goal of the RL-agent is to achieve the E,;, within a predefined threshold e,
where L is the maximum number of circuit layers. To encode the quantum circuit
the authors introduce an ordered list of layers that are composed of single quantum
gates. As CX, RX, RY and RZ are considered as the building blocks for quantum
circuits, the environment state is represented by a list that fully describes the circuit
in terms of the CX and one qubit gates. The parameterized rotations are encoded
using two integers: the first number indicates the registered qubit, and the second
is the axis of rotation. Meanwhile, CX gate is also represented using two integers
to indicate the position of control and target qubit. To get rid of the continuous
parameter of rotation angles, the estimated energy by the circuit is appended to
the state representation. In Fig. , we illustrate the circuit encoding scheme the
authors utilize to prepare the state. In both four- and six-qubit LiH problem using
a global strategy{'| the authors outperform the hardware efficient and the UCCSD
ansatz in terms of depth and minimum gate count.

Meanwhile, in article [44], the authors introduce a quantum architecture search
method to improve the learning performance of VQAs by enhancing trainability.
To do so, the work considers a pool of all possible ansatz, say P4 to build the
ansatz for the VQA, where

[Pal = F(GVF) (4.4)

where G is the set of different types of quantum gates, N is the number of qubits
and L is the maximum depth of the circuit. To incorporate the realistic noisy
scenario, we consider a quantum noise channel C,, for the a;-th ansatz. Now, if the
problem is defined through a Hamiltonian H, then the VQA objective is redefined
as

(6%,a;) = arg_min L(0,a;, H, Ca;)s (4.5)

0,a;EP 4

The authors make use of supernet and weight sharing strateqy to get a good
estimation of the Eq. in a runtime comparable with the runtime of VQAs
and minimal memory usage. On the one hand, the weight-sharing strategy helps
to correlate the parameters among different analyses, helping reduce the parameter
space during optimization. Meanwhile, the supernet is utilized as an indicator for
the ansatz in the pool P4 and parametrizes each ansatz in the pool.

1A global strategy corresponds to optimizing all the angles of the PQC after application of
each action in terms of quantum gates to the quantum circuit.
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Utilizing this approach, the authors tackle the ground state finding problem of
the four-qubit Hy molecule, showing that the energy converges to the true energy
in a few iterations. However, the performance of this method is comparable to
the conventional VQE in the noiseless scenario. In the case of a noisy scenario,
the authors consider running in real superconducting quantum hardware, i.e.,
Ibmq ourense, and they show that their method gives a better approximation
to the ground state compared to a hardware-efficient ansatz-driven VQE. The
estimated ground energy of the method with W =1 and W = 5 achieves —0.93
and —1.05H3E|, respectively. Where W is the number of supernets, the energies
are better than the conventional VQE algorithm with a Hardware Efficient Ansatz
(HEA), which achieves an energy of —0.4Ha.

A very recent development based on differentiable Quantum Architecture Search
(QAS) to automate the design of Parameterized Quantum Circuits (PQC) is
introduced in ref. [165|. Before this work in ref. [169], the authors used the
differentiable search for QAS using Monte Carlo sampling to estimate the gradient
by sampling multiple circuits at each epoch. This helps to get the approximation of
the continuous distribution of quantum circuit architecture weights. But to achieve
higher efficiency in the work ref. [165] the authors use the Gumbel-Softmax [1559}72]
technique to sample quantum circuits instead of Monte Carlo. Right after the
sampling, the circuit architecture weights are updated by the gradient descent
method. In the paper, the authors propose micro and macro search methods where
the micro search focuses on searching for the sub-circuits of an architecture, and
these sub-structures are later stacked to form the whole circuit. Meanwhile, Macro
search directly searches for the whole circuit not focusing on the sub-structures.
Using this differentiable search QAS method and {RX,RY,RZ, P, CX} as the candidate
gate set, where P is a phase-shift gate, they find the ground state of the Hy, LiH
and Hy0 problem of configuration given in Tab.

4.2 Groundwork

We divide this section into subsections where we (1) briefly compare the tensor-based
quantum circuit encoding that we use as the RL-state with previously proposed
encoding schemes for the VQE task. (2) Next, we introduce a simple mechanism,
namely illegal actions, which helps narrow down the search space significantly, and
finally (3) to facilitate the agent’s ability to discover more compact ansatz in early
successful episodes, we introduce a technique called random halting. Before briefing
the subroutines, we outline the RL-agent and environment specifications in the
upcoming section.

21 Ha (Hartree) is 27.211 electron volt.
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Molecule | Fermion to qubit mapping Configuration Number of qubits
Hy Jordan-Wigner HH((EE)O 6_00 5355)) ; 4
LiH Parity Ilf ((00 ’00 ’20;;) 4
Jordan-Wigner fll (80’00’3021;) 6
H (—0.021,-0.002,0);
H>0 Jordan-Wigner O (0.835,0.452,0); 8
H (1.477,-0.273,0)

Table 4.1: List of molecules considered for noisy and noiseless simulation.

4.3 Agent and environment specification

We utilize the double Deep-Q Network algorithm in the noiseless experiments with
Hy, LiH four-qubit. Meanwhile, the noisy simulations and the noiseless simulation
of harder molecules such as six-qubit LiH and eight-qubit H,0, we make use of the
Double Deep-Q Network step algorithm, where we utilize differing step sizes in
the n-step trajectory roll-out update [146]. In these settings, we set the discount a
factor set to v = 0.88, and the probability of a random action being selected is set
by an e-greedy policy, with € decayed in each step by a factor of 0.99995 from its
initial value € = 1, down to a minimal value ¢ = 0.05. The memory replay buffer size
is set to 20000, and the target network in the DQN training procedure is updated
after every 500 action. After each training episode, we included a testing phase
where the probability of random action is set to € = 0, and the experiences obtained
during the testing phase are not included in the memory replay buffer. In the
curriculum learning approach, the threshold is changed greedily after 500 episodes
for two-, three-, and four-qubit problems, whereas the threshold is changed after
every 2000 episode for six- and eight-qubit problems with an amortization radius of
0.0001. After 50 successfully solved episodes, the amortization radius is decreased
by 0.00001. The initial threshold value is set to e = 0.005. Simulations of quantum
circuits were performed using the Qulacs library [147]. The hyperparameters were
selected through coarse grain search. The employed network is a fully connected
network with 5 hidden layers with 1000 neurons each for the 4-qubit case, 2000
neurons each for the six-qubit case, and 5000 neurons each for 8-qubit. The
maximum number of gates is set to 40 for four-qubit, 70 for six-qubit and 250 for
eight-qubit. All experiments were performed on three computing clusters with an
NVIDIA-A100 GPU.

In the case of noiseless scenario we used the global strategy with COBYLA
optimizer whereas for the noiseless case we use the same strategy with the introduced
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multistage Adam-SPSA optimizer with PTM formalism.

4.3.1 The tensor-based vs integer encoding

Recalling the Tensor-Based Encoding (TBE) presented in the Sec. where we
encode the quantum circuit depth-wise. Each depth is encoded into a 2-D grid
of size [T' x ((N + 3) x N)] where T is predefined as the maximum depth of the
circuit and N is the number of qubits. We refer to the Sec. for an elaboration
of the encoding scheme.
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Figure 4.2: The Tensor-Based Encoding (TBE) outperforms the Integer Encoding
(IE) and returns a lower depth and smaller number of gates circuit with lower error.
To conduct this experiment, we consider LiH molecules with a bond distance of
3.4 with parity encoding. The results are averaged over 5 seeds, and for each seed,
we initialize the double deep-QQ network with different values. For comparison, we
consider the minimum error (Min. error), the first successful episode (1st succ.
ep.), the minimum depth (Min. depth) and the minimum number of gates (Min.
gate count) for both the TBE and IE. Additionally, the TBE makes the agent more
stable compared to IE by preventing the spread of the deviation from the median.
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Recalling the Tensor-Based Encoding (TBE) presented in the Sec. where
we encode the quantum circuit depth-wise. Each depth is encoded into a 2-D grid
of size [T x ((N + 3) x N)|] where T is predefined as the maximum depth of the
circuit and N is the number of qubits. We refer to the Sec. for an elaboration
of the encoding scheme.

In one of the very first works in [116], the authors introduce an integer-based
encoding scheme where each block of the RL-state carries information about each
gate applied. In order to show improvement over this state-of-the-art encoding
scheme, here we compare the performance of the Integer Encoding (IE) with the
encoding presented in this thesis, namely TBE. In a nutshell, the investigation
shows that TBE outperforms IE in all aspects. To do this experiment, we consider
the four-qubit LiH molecule with parity (fermion to qubit) encoding. For a detailed
geometry of the configuration of LiH, see Tab. [.1]

In the Fig. we illustrate the results and as a measure of performance, we
consider the minimum error in energy (min error), the first successful episode (1st
succ. ep.), the minimum depth of the ansatz (min. depth), and the minimum
number of gates (min. gate count). The first thing to notice in Fig. is that the
TBE is more stable in IE, which can be seen through the spread of the quartiles.

Another remarkable aspect of the TBE is that it gives the minimum error in the
ground state energy lower than the IE with a smaller number of gates. This is ideal
for the NISQ era to mitigate the negative impact of gate errors and decoherence
effectively. It is important to ensure the circuits are both gate-efficient and have
minimal depth.

4.3.2 Illegal actions: The reduction of search space

The QAS algorithms present a challenging combinatorial problem, which is charac-
terized by an extensive search space. In order to narrow down this search space
proves advantageous for the RL-agent. This not only helps the agent to discover
a quantum circuit with diverse structures but also improves the learning by the
agent.
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Figure 4.3: The illegal action scheme on four-qubits. Here, cq and tq represent
the control and the target qubit. This approach encourages the RL-agent to avoid
selecting the same action in two consecutive steps, effectively reducing the action
space.

Therefore, we present a straightforward approach referred to as illegal actions
to greatly reduce the search space. At the core of the technique, it leverages the
inherent property of quantum gates being unitary, which results in the cancellation
of two similar gates when applied to the same qubit. We employ this mechanism
to reduce the search space for the RL-agent. In Fig. illustrate the illegal
action mechanism on a four-qubit system, and an elaborated discussion of the
technique is provided in Appendix [C| Meanwhile, in the Appendix we provide
a code that is used to implement the illegal actions technique.

Although illegal action mechanism is straightforward to implement for any
ansatz construction, one can consider more complex pruning of quantum circuits
as provided in [50].

4.3.3 Investigation of reward function

A well-defined reward function can accelerate the rate of convergence of an RL-agent
towards the target. There are many ways to formulate a reward based on the task
under consideration. In previous work [116], for solving chemistry problems using
Deep neural networks, a reward function of type is considered, which is quite
sparse in nature.

In this section, we keenly investigate and compare the reward presented

through Eq. (4.3) and the reward that is used in Chapter [3| of the form

—

+R for Cy() < ¢ + 1075
> ¢

R(R) = “log (a(e) - g) for Cy(0)

(4.6)
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where the R is a positive large number. For the sake of investigation, we compare
the performance of the reward function[d.3/with R(R = 0), R(R = 50), R(R = 100),
R(R = 500) and R(R = 1000).

ZZ Min. numb. params. E223 Min. depth E= Min. numb. gates
14

Ryren R(R =0) R(R = 50) R(R = 100) R(R = 500) R(R = 1000)

Reward functions

Figure 4.4: Comparison of different reward functions where using Rprev. and
R(R = 500) we get the minimum number of parameters (Min. numb. params.),
minimum depth (Min. depth) and number of gates (Min. numb. gates) for four-
qubits LiH molecule. We evaluate the models based on 5 different seeds where in
each seed the neural network is initialized with different input. It should be noted
that both the rewards i.e. Rpreyv. and R(R = 500) give us the same averaged error
(9.99 x 107* for Rprev. and 1.06 x 1072 for R(R = 500)) over the 5 seeds.

It can be seen from Fig. that the performance of the RL-agent with Ry ey.
is similar to the performance with R(R = 500) and the reward Eq. with
R = 500 outperforms the other variants. An in-depth investigation of the R ey.
and R(R = 500) unveils that the average number of successful episodes over 5
different seeds is 16567 for Rpey. and for R(R = 500) it is just 2301 but the later
reward function helps us to achieve the first successful episode faster. For Rpey., the
first successful episode on average appears at episode 343 whereas, for R(R = 500),
it is at 181-th episode.

In this chapter, we primarily focus on finding a very compact ansatz. Hence it
is significant to have a higher number of successful episodes because it will yield
a greater array of ansatz options for our investigation and to pick the best one
among them. That’s why we decided on utilizing the Ry, instead of R(R = 500).

In the upcoming section, we introduce a straightforward technique aimed at
enabling the RL-agent to accommodate shorter-length episodes in the first few
successful episodes.
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4.3.4 Random halting: quickly discovering compact ansatz

In the case of the previous works, such as in [116], a full-length episode can be
decomposed into a constant number of time steps 7. Each time when noise is
applied to a quantum circuit, a CPTP channel is applied to the circuit which not
only reduces the performance of the circuit to achieve a task but increases the
computation time by many times compared to the noiseless scenario.
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Figure 4.5: The Random halting (RH) gives a more compact ansatz compared to
without RH settings in very early successful episodes (Succ. ep) with six-qubit LiH
molecule. It can be seen with RH in around 5, 000 episodes. The minimum number
of gates (Numb. of gates) we require to solve the six-qubit LiH problem reaches
34. Meanwhile, reaching the same number of gates without RH settings requires
around 17,000 episodes. Hence, RH helps the RL-agent learn 3 times faster, the
optimal quantum circuit compared to without RH settings.

Hence, in a realistic scenario, in the midst of quantum noise, the RL-agent
begins by proposing a lengthy ansatz in terms of the number of gates and depth
that achieves chemical accuracy in the initial few successful episodes. However,
over thousands of subsequent episodes, it gradually shifts towards a shorter ansatz.
This situation is suboptimal due to the significantly extended duration of noisy
simulation.

To address this challenge, we propose a method referred to as Random Halting
(RH), where the value of T is no longer a constant parameter. Instead, it varies
from one episode to another according to a particular probability distribution that
is dependent on the number of qubits. To be more precise, we sample the episode-
specific number of step s, denoted as T, from the following negative-binomial

distribution: )

ny+ns — n n

T~ ( g )p (- py, (17)
ny
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In this context, n, represents the count of successes. Meanwhile, ny denotes the
count of failures. The sum of successes and failures determines the total number of
trials, represented as ny + ng, and p signifies the probability associated with each
success.

The primary motivation for incorporating RH into the algorithm is to empower
the RL agent to accommodate shorter episode lengths. This, in turn, enhances the
agent’s capability to uncover more concise ansatz in the early stages of successful
episodes, even if it occasionally delays achieving the first successful episode. We
observe in Fig. that within approximately 5,000 episodes, the minimum
number of gates needed to solve the six-qubit LiH problem (see Tab. for details
of the molecule geometry) decreases to 34. In contrast, reaching the same gate
count without RH settings necessitates approximately 3x more episodes.

4.3.5 Multistage ADAM-SPSA algorithm

In the case of VQE, the budget for measurement samples is restricted. To exhibit
robustness against finite sampling noise, several versions of Simultaneous Perturba-
tion Stochastic Approximation (SPSA) are utilized (Cade et al., 2020; Bonet et al.,
2023). Among these variants, multi-stage SPSA adjusts the decaying parameters
while tuning the permitted measurement sample budget between stages. Moreover,
incorporating a moment adaptation subroutine from classical machine learning,
like Adam (Kingma & Ba, 2014), alongside standard gradient descent helps us
enhance the robustness and accelerates the convergence of the algorithm.
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Figure 4.6: Optimization traces of the 3-stage sampling strategy of SPSA (brown
and black) and Adam-SPSA (orange and grey) on the sex-qubit LiH (LiH-6)
molecules using the hyperparameters outlined in Appendix [D.3] The individual
traces are represented by thin lines, while the thick line on top indicates the median
of 100 independent runs. The left and right panels showcase the resetting and
continuous evolution of SPSA (Adam-SPSA) hyperparameters, respectively.
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As we discussed in the previous section, noise increases the computational time
per episode, and it is very crucial to enhance the robustness and faster convergence
rates of VQAs under realistic scenarios. For this reason, we leverage a 3-stage
Adam-SPSA (whose pseudocode is provided in the Appendix . For a rigorous
illustration of the 3-stage Adam-SPSA we investigate six-qubit LiH (LiH-6) molecule
where the hyperparameters of the algorithm are set according to the Tab. in
the Appendix [D.3] We see that in 3-stage Adam-SPSA, unlike the vanilla SPSA
without Adam momentum, the convergence towards the minima is qualitatively
much faster which is qualitatively shown in Fig. (4.6).

Utilizing these insights from our analysis of various SPSA variants, we employ
1- and 3-stage Adam-SPSA in our noisy experiments. This helps cut down the
total number of function evaluations by half, thereby doubling the speed of our
RL training. This improvement at the algorithm level helped us simulate noisy
systems that suffer from computational complexity and large run times.

4.3.6 Pauli-transfer matrix formalism on GPU

Restating the fact that QAS demands a significant number of noisy function
assessments unless a training-free approach is adopted. However, executing the
steps poses enormous challenges within state-of-the-art simulation framework.
The noisy simulation process not only encounter difficulty due to the curse of
dimensionality related to dense matrix operations but also due to the exponential
increase in the number of noise channels and their corresponding Kraus operators.

To address this challenge, a Pauli-transfer matrix (PTM) formalism is utilized,
enabling the precomputation of noise channel fusion with respective gates offline.
This eliminates the need for recalculations at each step. Alongside PTM formalism
we integrate GPU computation along with just-in-time (JIT) compiled functions in
JAX, resulting in up to a 6x enhancement in RL-agent training efficiency while
simulating noisy quantum circuits.

4.4 Curriculum reinforcement learning

The moving threshold technique (see Fig. is a feedback-driven curriculum
learning method introduced in [116]. During the learning process, the agent pursues
a parameter & that marks the lowest energy known by the agent so far and updates
a threshold parameter with respect to this parameter based on some rules. In the
beginning, the & parameter is set to a hyperparameter & . If the agent finds an
energy value lower than the current one, it updates & to this new energy value.
Another hyperparameter “fake minimum energy" p, a proxy to the lower bound
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of attainable ground state energy, is set as a target for the agent] We compute
this proxy by taking the summation of absolute values of Pauli string coefficients
stemming from the Hamiltonian.

In the absence of amortization, the algorithm shifts the threshold to |u — &
for the new &. In the presence of amortization, however, it adds a parameter to
that threshold as | — &| + 0, where § is the amortization hyperparameter. In the
meantime, the agent continues its exploration with subsequent actions and episodes
and records the number of successful actions. Here, there are two rules at play.
The first rule greedily shifts the threshold to | — &| after G episodes. Here G is a
hyperparameter as well. The second rule slowly decreases the threshold parameter
each time there is a successful episode by subtracting a factor of §/x. Here k is the
radius of shifts, also a hyperparameter. Upon setting the threshold to |y — &, if
the agent fails to improve the energy value in consecutive episodes, the threshold is
increased back to |y — &| + 0, as demonstrated in Fig. . This way, the agent
is given an opportunity to trace its steps back if it was stuck in a local minimum.

AEA
&1

6[ ¢ 1 ........... ~_H

2

Y

Episodes

Figure 4.7: Demonstration of the feedback-driven (green) process, depicting two amorti-
zation occurrences (pink), 6. The initial occurrence adjusts the threshold from & to s,
signifying the improvement. The subsequent event occurs when the agent fails to surpass
& or the gain is marginal. This prompts a sudden threshold increase due to amortization
reset. Note that the final threshold, after the second amortization, may be less than &s.

Notably, this method does not require any prior knowledge regarding the true
value of the ground state energy and does not impose any specific constraints on
the initial threshold value, unlike existing QAS methods in the literature.

4.5 Results

In this section, we in detail present the results of finding the ground state of Hy,
LiH, and Hy0 molecules of two-, three-, four- and eight-qubit. The structure of

30ne can set the target of the agent to such a value for VQE because, from Rayleigh’s
variational principle, the agent theoretically can never attain energy below the true ground state
energy.
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the molecules is provided in Tab. [£.I] We initiate the section by simulating the
molecules in a noiseless scenario and comparing its results with the state-of-the-art
QAS algorithms. Through the rigorous comparison, we show that our CRL-based
VQE algorithm outperforms the state-of-the-art and the existing learning-based
QAS algorithm in tackling the same optimization task. Later on, we run our
algorithm to find the ground in a realistic noisy scenario obtained from IBM devices
such as ibmq_mumbai and ibmqg_ourense.

4.5.1 Noiseless case

This section primarily focuses on the noiseless simulation of the molecules listed
in the Tab. [4.1 We compare the performance of our algorithm to the existing
algorithms such as RL-VQFE introduced in [116] and quantumDARTS described
in [165] while showing that our algorithm outperforms them.

To obtain the results, we consider the six-qubit LiH and right-qubit H,0 molecule.
The detailed configurations are in the Tab. The results are summarized in
Tab.[£.3] It can be seen from the table that our algorithm outperforms the UCCSD,
RL-VQE and the quantumDARTS ansatz and provides a quantum circuit with
a smaller number of gates (Ng) and parameters (Np) for six-qubit LiH but the
UCCSD ansatz provides smaller error in the ground state with the trade-off having
18 times more gates, which is really costly.

On the other hand, for eight-qubit Hy0, we compare our algorithm’s performance
with the quantumDARTS algorithm and show that we achieve 1.68 times lower
error in ground energy with 79 fewer quantum gates and with 4.31 times less
parameters.

4.5.2 Noisy case

Let us now discuss the effect of quantum noise, such as shot noise and real
device noise with connectivity constraints, in the proposed algorithm. To see
the performance of the CRL-based VQE method, we find the ground state of Hy
molecule with two-, three-qubit and LiH with four-qubit under different amplitude
of shot noise. Furthermore, we take the maximum noise from the ibmg_mumbai
and ibmq_ourense device of IBM quantum and uniformly apply it to all the qubits
for three- and four-qubit Hy molecule. The noise includes the single, two-qubit
depolarizing noise, readout error, thermal relaxation, and single and two-qubit
gate time without connectivity constraints for ibmq_mumbai and with connectivity
constraints for ibmq_ourense.
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Table 4.2: Tabular representation of the maximum noise of ibmq_mumbai device. Ad-
ditionally, the qubit frequency and the anharmonicity are the same for maximum noise
settings and are set to 4.896 GHz and —0.33 GHz, respectively.

Model /Noise 1 2 e Themod o lesis e
Max 1.45 x 1073 230 x 1072 8.7 x 102 T%;:lféfgfj 35 x 1079  739.5 x 10~8
Molecule
six-qubit LiH eight-qubit Ho0
Methods
g Np ND NG £ Np ND NG’
Ours (RH) 1.22x 1073 15 14 = 25
Ours (wo-RH) 1.98x 1074 25 22 42 | 1.84x10°* 35 75 140
UCCSD 4.0 x 107° 224 347 464
RL-VQE CA 17 11 27
quantumDARTS 2.9 x 10~* 80 54 132 | 3.1x10~* 151 64 219

Table 4.3: Our algorithm outperforms the existing ansatz such as UCCSD, the ansatz
proposed in RL-VQE and the quantumDARTS algorithm in terms of the number of
parameters (Np) and number of gates (N¢g) for six-qubit LiH molecule and in terms of
the error in energy (g), Np and Ng for eight-qubit Ho0 molecule. In the table, the empty
cells correspond to the results that are not relevant or unavailable for that particular
algorithm. The CA corresponds to chemical accuracy. For six-qubit LiH, we run our
algorithm with the random halting techniqu§2and without it and present both results. On
the other hand, for Hy0, we only conduct the simulation without random halting settings.




In [44], the authors consider the four-qubit Hy molecule under ibmq_ourense
device noise and constrained connectivity. Hence, we compare the performance
of our algorithm with the one introduced in [44] in Tab. [4.4] highlighted with
blue colour) and show that our algorithm outperforms in terms of error in energy
estimation (g), number of parameters (Np), depth (Np), and number of gates (Ng).
Using the QAS algorithm [44], the minimum error in energy recorded is 1.88 x 1072
with the number of parameters 10, depth 9 and the number of gates 16, but using
our algorithm, we achieve an error in energy 2.98 x 10~* with ansatz containing 6
parameters, 6 depth and with just 10 gates.

Additionally, from the results, we conclude that the algorithm we present is
susceptible to shot noise, and we solve almost every instance of the neural network
for two-, three-, four-qubit Hy, and LiH molecules. For two- and three-qubits, the
error in the ground energy estimation goes well below 10*, and for the four-qubit, we
get an error below 1073 (below chemical accuracy). The parameter SN corresponds
to the amplitude of shot noise applied for the molecule. It can be seen that even
with 103 (two-qubit Hy) and 10* (three-qubit Hy) shots our algorithm finds an error
below 10~* with just 8 and 5 gates respectively.

Finally, to show the diversity of our algorithm in Tab. we solve the ground
state of the three-qubit Hy molecule under maximum noise of ibmq_mumbai as
presented in Tab. We show that in all the seeds, we are able to solve the
molecule with an error in energy in the order of 10~* with a minimum number of
parameters 2, depth 7 and a total number of gates 8.
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Table 4.4: Our algorithm solves the two-, three-, four-qubits Hy in all initialization of the
neural network and four-qubit LiH problem in 2 out of 3 seeds in the presence of different
amplitude of shot noise. Our algorithm outperforms the QAS algorithm presented in [44]
under ibmg_ourense noise and connectivity in terms of the number of parameters (Np)
and number of gates (N¢) for six-qubit LiH molecule and in terms of the error in energy
(¢). Unlike in QAS [44] where the algorithm could not achieve the chemical accuracy, we
show that using our algorithm, we can go 10x below chemical accuracy using an ansatz
with 6 parameters and 4 rotations for four-qubit LiH problem. The SN corresponds to the
number of shots that are considered for the molecule.

Methods Our algorithm
Molecules
seed € Np Np Ng
100 363x10°% 4 4 5
Hy (2qubit, SN = 103 RH) 101 1.16x107% 14 15 16
102 9.25x107% 38 24 40
100 2.81x107° 6 7 9
Hy (3qubit, SN = 10% RH) 101 431x10° 7 4 9
102 7.94x107° 5 5 8
100 330x107*% 7 8 13
Hy (4qubit, QAS,RH) 101 298x107% 6 6 10
102 330x107* 7 8 13
100 438 x107% 2 8 8
Hy (3qubit, ibmq_mumbai max, RH) 101 3.38x107%* 3 7 8
102 394x107* 2 7 8
100 1.32x107% 23 16 31
LiH (4qubit, SN = 10 RH) 101 1.19x1073% 25 15 35
102 NS NS NS NS
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4.6 Takeaways

This chapter introduced a vanilla and curriculum reinforcement learning-based
quantum architecture search algorithm for variational quantum algorithms. The
algorithm is benchmarked for under noiseless and realistic noisy scenarios based on
IBM hardware. The crucial takeaways from the chapter are as follows

e Tensor-based ansatz encoding provides efficient data representation
for RL In Sec. we introduce a depth-based binary encoding, namely
TBE (tensor-based encoding) for quantum circuits that we utilize as an
RL-state. In the very heart of the encoding lies a 3D grid structure where
each dimension carries information about the depth, the type of the gate,
and the position of the gate (i.e. on which qubit the gate is to be placed),
respectively. The grid is of size [T x ((N 4 3) x N)| where T' is a predefined
number corresponding to maximum depth and N is the number of qubits.

We benchmark the TBE with previously proposed integer encoding, namely
IE, in the task of finding the ground state of molecules. Through Fig. (4.2)),
we simulate a four-qubit LiH molecule and show that the TBE is more stable
than IE, and it gives the minimum error in the ground state energy lower
than the IE with a smaller number of gates. This is beneficial for the NISQ
era, as it helps effectively mitigate the negative impact of gate errors and
decoherence.

e Enhanced insight on the reward function In Sec. [4.3.3] we extend our
understanding of a dense and sparse reward based on two formulations of the
reward function in finding the ground state of the four-qubit LiH molecule.
The first kind of reward we consider is introduced in the RL-VQSD chapter
by Eq. , namely log reward, which depends on a large positive integer
R. For the sake of understanding the performance of the reward function,
we choose R = 0,50, 100, 500, 1000 and compare it with the reward function

proposed in [116] (see Eq. (4.3))), namely Rpyey-

The results are illustrated in Fig. where we can clearly see that the
log reward improves as the R increases up to R = 500, and after that the
improvement diminishes. Interestingly, the performance of the log reward
at R = 500 mimics the performance of the R, in terms of the minimum
number of gates, depth, number of parameters in ansatz and even in the
accuracy of estimating the ground energy. But as the number of successful
episodes with the R, is larger than the log reward at R = 500, we utilize
the Rpev as the reward function for larger molecules. The main motivation
behind this is that the higher the number of successful episodes, the greater
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the array of ansatz. This helps us investigate a wide arrangement of gates in
an ansatz and pick the best one among them.

Random halting helps discover compact ansatz quickly Throughout
the Sec. [4.3.4], we elaborate on a simple technique called the random halting
(RH), which is introduced by keeping the realistic noisy scenario in mind. In
the midst of quantum noise, predictably, the RL-agent starts by proposing
a lengthy ansatz in early successful episodes. However, over thousands of
subsequent episodes, it gradually shifts towards a shorter ansatz. This is
inefficient in terms of the computational time of our algorithm when we
compare it with the noiseless case. Hence, to address this challenge, we
introduce this method where the number of time steps per episode is a
variable and changes from one episode to another based on the probability
distribution provided in Eq. (4.7).

In the Fig. , we illustrate the number of gates it requires to solve a
six-qubit LiH molecule in the presence and absence of RH. We clearly noted
that in the presence of RH, the RL-agent learns 3x faster than the optimal
quantum circuit without the RH setting. However, it should be noted that
the number of successful episodes drastically decreases with RH.

Solving molecules under physical noise and connectivity constrained
In the Sec. [1.5.2] we utilize our algorithm to find the ground state of Hy and
LiH molecules with two-, three- and four-qubit. For our simulation, we
consider shot and physical device noise. The noise is imported from the IBM
quantum hardware ibmq_ourense (we consider the maximum noise among all
the qubits from the noise model is provided in ref. [44] and uniformly applied
to all qubits taking the qubit connectivity into account) and ibmq_mumbai
(we consider the maximum noise among all the qubits from the noise model
in Tab. and uniformly apply it all qubits and does not take the qubit
connectivity into account). In the case of shot noise, we show that for two-
and three-qubit Hy and four-qubit LiH molecule, we can solve the problem
with 10%, 10* and 10° shots with 5, 9 and 31 gates respectively. Under
ibmq_ourense noise, we solve four-qubit Hy in 10 gates, and it takes 8 gates
to solve three-qubits Hy with ibmg_mumbai noise.

This shows that our algorithm is susceptible to shot noise and can solve LiH
problem with ease. Meanwhile, for device noise and constrained connectivity,
we can solve the four-qubit Hy with a very small ansatz.

Introduced algorithm outperforms existing QAS algorithms Through
the Tab. and Tab. we compare the performance of our algorithm
with the RL-VQE [116], quantumDARTS [165] and the net based QAS [44]
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algorithms. We show that in the case of the noiseless scenario, our algorithm
outperforms the RL-VQE and the quantumDARTS in terms of the number
of gates, accuracy in energy estimation, parameter number and depth of the
ansatz. Meanwhile, for the noisy scenario, the authors in using the QAS
algorithm [44] could not find the chemical accuracy but using our algorithm
we not only provide a shorted ansatz and find the ground energy.
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Chapter 5

Variational certification of quantum
channels: An application of

RL-VQSD

The goal of this chapter is to describe an application of VQSD techniques in the area
of quantum technologies. To this end, we focus on a protocol for quantum channel
certification based on the variational approach. We demonstrate the building
blocks of the protocol, and we demonstrate the implementation of the proposed
algorithm on a near-term quantum computer. The results in the chapter are based
on [85], and the accompanying source code can be found in [84]. After introducing
the quantum channel certification algorithm, we elaborate on how the RL-based
quantum architecture search method can be used to enhance the performance of
the certification algorithm.

5.1 Introduction

One of the primary applications of quantum state diagonalization is the certification
of quantum devices. However, certification tasks pose a significant challenge in
quantum computing applications. The certification of the characteristics of a
quantum system is similar to trying to recreate the results we can get from a
regular classical simulation. However, this task is computationally complex, which
aligns with the essence of quantum supremacy [9,/19,60./99}/150].

The challenge in the certification of a quantum device primarily arises from
the inherent computational advantage of quantum computers. Hence, it is better
to explore the potential use of quantum computers to certify quantum devices.
Here we dive into the scenario where we present a certification approach that is
based on the structure of the space of quantum operations. The inherent link
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between states and operations in quantum mechanics i.e. the Choi-Jamiotkowski
isomorphism [36],71] leads to novel techniques of quantum information processing
that has the potential to go beyond the possibilities of classical mechanics. If
the quantum device is represented through a quantum channel ® then through
Choi-Jamiotkowski isomorphism we get the corresponding state as

po = J(P) = (H®@)Z|i>®|i>7 (5.1)

where > | |i) ® |i) is the maximally entangled states.

The problem of distinguishing between two or more quantum devices is equiva-
lent to defining the distance in the space of density matrices. The fascination with
the physical implementation of quantum information processing has led to the intro-
duction of a class of distance/similarity measures, as evident from the substantial
work carried out in this area [45,73//122//160]. Notably, with a concentrated emphasis
on assessment of the practical viability of the suggested methodologies [133)].

One of the well-known measures of similarity between two quantum states is
quantum state fidelity which is defined as follows [156]

Flp,0) = |IVpvall = try/vio /b, (5.2)

it gives us the quantum counterpart of the Bhattacharyya coefficient [17] which
measures the similarity between two probability distributions and it reduces to the
scalar product for rank-1 operators.

A significant research effort has been devoted to finding methods for approxi-
mating fidelity [92]. Hence, for ease of calculation, the bounds for the values of
fidelity using the functional are introduced [104]. The bounds are defined by the
sub- and super-fidelity bounds (SSFB)

Fyun(p, ) = tr(po) + /2 [tr(po) — tr(po)?], (5:3)
Fyp(p: o) = tr(po) + /(1 = trp?) (1 — tro?)], (5:4)

which satisfies the property

Fan(p,0) < F(p,0) < Fap(p, 0)- (5.5)
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Figure 5.1: The super and sub-fidelity bound-based quantum device certification
procedure. In this scheme, the goal is to certify a quantum device ¥ against an
ideal device ®( using the calculable bounds for fidelity. The input of the procedure
is given in the form of physical devices, Dg, and Dy for the ideal and the unknown
quantum channel respectively. In the CPU part of the scheme, we do classical
post-processing of the results obtained using the quantum subroutine.

It should be noted that there is no exact quantum algorithm that can be used to
calculate the fidelity. This is because the calculation of the fidelity requires the non-
integer powers of the quantum states. In [31] the authors introduce the Variational
Quantum State Fidelity (VQFE) algorithm which is a variational quantum-classical
algorithm to find the bounds of fidelity. The VQFE computes upper and lower
bounds on fidelity. The bounds are based on the truncated fidelity, which can
be evaluated using Eq. for state o and a state p,,. The state p,, is called
the truncated state of p that can be obtained by projecting the statep onto the
subspace associated with its m-largest eigenvalues. The bounds can be tightened
monotonically with the increment in m, and finally, the bounds will converge to
the true fidelity when m = rank(p). The bounds on the fidelity between states p
and o are expressed by

F(pm,aﬁl) S F(p, 0) S F*(pﬂ”mo-fn)? (56>
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where

Fu(pm, 05) = [VpmV okl + V(1 = trp) (1 = trof)], (5.7)

where of = 11?7 oll? is the operator obtained as the projection of o onto the
subspace spanned by m largest eigenvectors of p. The Fi(ppn, a;") is the truncated
fidelity. The F, is also utilized to compute quantum Fisher information [140].

Following these developments, we present a novel algorithm that utilizes the
super and sub-fidelity bounds and VQFE procedures as building blocks for quantum
device certification. We achieve this by combining the procedures for the estimation
of bounds on the fidelity with the resulting density matrix obtained by using
Choi-Jamiotkowski isomorphism given in Eq. . In Fig. we illustrate an
algorithm based on the bounds given in Eq. and in Eq. (5.4).

The procedure takes two devices as input — the standard device (V) with the
operational capacity already confirmed, and the device for which its conformation
with the standard device is to be confirmed.

One should note that in this scheme classical data processing is required only
at the final step of the procedure. This step is required to compute the bounds for
the fidelity based on the measurement results.

In the following, we first briefly discuss the problem statement and then describe
the novel quantum device certification algorithm. Next, we briefly discuss the
results of the algorithm which is followed by a brief investigation of the results.
Finally, we give conclusive remarks.

5.2 Groundwork

5.2.1 Problem statement

Let’s consider a scenario where a quantum start-up has successfully developed a
quantum device that can address critical optimization problems or can generate
valuable states essential for quantum communication protocols. In this context, it
becomes crucial to provide some testing procedures that will reassure the buyers
about the device’s actual functionality. Hence, the main object of the buyer would
be to verify the quantum device, if it performs as advertised by the seller.

In the general context of differentiating between quantum channels, it is custom-
ary to assume that we have for our disposal a set of N quantum devices that are
denoted by the quantum channels W, ¥, ..., Uy. Each device operates as a black
box, which directly indicates that we are not aware of the Kraus representation of
the channels. In such a situation, it is impossible to determine whether the input
devices can be perfectly distinguished [45].

However, in our situation, the task is straightforward. All we intend to do is to
convince the buyer that the device we would like to sell emulates the operation of
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Figure 5.2: The VQFE certification algorithm.

an ideal device, denoted by Dg, which in turn characterized by a quantum channel
®, operating on the space of n qubits. Moreover, we have the second device, Dy,
which is claimed to be indistinguishable compared with Dg,.

Furthermore, as the start-up specializes in quantum technology, the board
decided that the certification procedures should also benefit from the quantum
advantage. Such a decision yields two benefits. Firstly, it supports the claims
concerning the ubiquitous applications of quantum computing. Secondly, it provides
an opportunity to develop a unique certification service that can be offered to other
quantum start-ups [108].

5.2.2 The algorithm

Apart from the process described through Fig. we introduce an alternative
certification approach based on variational quantum fidelity estimation [85]. The
primary goal of the algorithm is to find the truncated fidelity of J(¥) on the basis
of m largest eigenvalues of J(®y). In Fig. we illustrate the VQFE-based
certification scheme. In this scheme to certify a quantum device ¥ against the
ideal device @, the VQFE procedure is used. The input of the procedure is given
in the form of physical devices, Dy, and Dy, implementing channels ®, and ¥
respectively. The first step is to apply Choi-Jamiotkowski isomorphism to obtain
dynamical matrices for the input devices. Next, two copies of the ideal device
(J(®p)) are used as an input for the variational quantum state diagonalization
(VQSD) procedure, which is briefly discussed in the Sec. [3.2.1] At the same time,
J (V) is processed by a quantum-classical algorithm to obtain its matrix elements
in the eigenbasis of J(®g). Finally, classical processing of the obtained eigenvalues
is used to calculate the approximation of the fidelity between quantum operations.
Note that in this procedure, the CPU part is utilized at several steps — as a part of
VQSD used for calculating eigenvalues ; of J(®) and matrix elements o;; of J (V).
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The yellow blocks in Fig. ([5.2)) indicate hybrid quantum-classical sub-procedures.

In a nutshell, the variational quantum fidelity-based certification procedure
consists of the following steps.

e First we prepare two copies of J(®g) to process in the VQSD algorithm and
one copy of J ().

e The two copies of the ideal device are utilized to diagonalize J(®g). After
this process, we get the m-largest eigenvalues {r;}, which can be subsequently
stored on a classical CPU, and the eigenvectors of J(®g), which will be useful
in the upcoming step.

e We now make use of the VQFE procedure with the J(¥) and provide
the eigenvectors of the ideal device obtained from the previous VQSD sub-
procedure to obtain matrix elements o;; = (r;|J(¥)|r;) in the eigenbasis
of J(®y), if the cost function in VQSD process is non-zero then we get
oy = (1| T (V)|r}), where r} is the inferred eigenbasis.

e The resulting matrix elements of J(¥) in the eigenbasis of J(®g), and
eigenvalues of J(®g) are used to calculate truncated fidelity bounds according
to Eq. (5.6). To obtain these bounds one needs to first compute the RHS

of Eq. (5.7)).

/P o] = tr (5.8)

where T; ; is a matrix whose dimension is dependent on the number of largest
eigenvalues we can retrieve from the VQSD process. If we have m largest
eigenvalues then 7; ; is if m x m which elements are computed by

T;; = JTirj(ri|T (V)|r;), such that T > 0. (5.9)
Explicitly the truncated fidelity bounds are computed as follows

-2 52 (5

i

F(pm, %) Z\/_ (5.10)

with \; are the eigenvalues of T" where 1 = 1,2,...,m.
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5.2.3 Noise models

This section briefly describes a class of noise models that we utilize to investigate
the variational device certification process. The noise models are constructed using
the Kraus operator representation |114]. For a brief introduction to quantum
channels, we refer the reader to Appendix [A]

Depolarizing noise For a single depolarized qubit with probability v, the term
depolarized means that the single qubit state is replaced by a completely mixed
state i.e. 1/2 and with (1 — ) probability the qubit is completely left untouched.
Hence the state of the system after getting affected by the noise is

sz(b—ﬂp+%l (5.11)
The circuit model of simulating depolarizing noise contains three qubits where one
of the qubits contains the input quantum state and the remaining two lines are an
environment to simulate the channel.

(I=p+ 31 ——

Figure 5.3: Hlustration of a circuit that simulates depolarizing noise.

In the Fig. (5.3) the main idea behind the circuit is that the controlled qubit is
the mixture of |0) with (1 — ) probability and state |1) with v probability and
this decides whether or not the state 1/2 is swapped into the first qubit.

Amplitude damping noise The amplitude-damping channels lead to a decay
of energy from an excited state to the ground state depending on the probability ~.
Hence, the channel’s action on a state is given as

A, = KopKh + K1pK], (5.12)

where

1 0 0
,CQZ }Clz ﬁ

0 vI=7| 0 0

In Fig. (5.4) we illustrate the circuit to simulate depolarizing noise.

(5.13)
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Figure 5.4: Illustration of a circuit that simulates amplitude damping noise.

The intuition behind the circuit is. Let us consider the p state is a|0) + b|1)
if the probability corresponding to |1) is higher then it is more probable that the
ground state of the environment will be |1), which activates the CX gate and makes
P = a|l) +b|0). So depending on the time the channel is applied, it is possible that
the information corresponding to the qubit can be nearly completely dissipated.

Random X noise In the case of the random X quantum noise model the effect
of the noise can be described as follows

R, =~X + (1 -1, (5.14)

where with probability v we apply X-gate and with (1 — 7) no gate is applied.

It should be noted that unlike the previous two noise models, which directly
affect the state of a quantum system, random X noise is a gate-based noise model
where during the construction of the ansatz for variation algorithms after each
successive gate with ~ probability, an X-gate might be applied depending on the
probability distribution.

Real device noise By utilizing the IBMQ.get_privder(device), we can access
the IBM Quantum real device backends, which simulate the exact noise model for
that particular IBMQ device. During noisy simulation, we use the noise models of
IBMQ_lima and IBMQ_manila. A tabular representation of various noise amplitudes
is provided in Tab. and Tab. for IBMQ_lima and IBMQ_manila respectively.

Qubit | T1 (us) | T2 (us) | 1q gate error | EX error

0 87.497 | 195.117 | 3.769e-4 0 1:0.00657
1 113.244 | 115.320 | 4.574e-4 1 0:0.00657
2 111.164 | 134.323 | 3.521e-4 2 1:0.00657
3 98.681 | 81.855 | 2.283e-4 3 4:0.0143
4 23.512 | 26.554 | 7.011e-4 4 3:0.0143

Table 5.1: Parameters of various noises in IBMQ_lima device.
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Qubit | T1 (us) | T2 (us) | 1q gate error | CX error

0 148.164 | 56.529 | 3.113e-4 0_1:0.00813
1 308.163 | 80.769 | 2.217e-4 1 2:0.00892
2 94.381 | 21.952 | 2.149e-4 2 3:0.00716
3 141.151 | 73.101 | 2.464e-4 3_4:0.00744
4 91.733 | 41.979 | 4.804e-4 4 3:0.00744

Table 5.2: Representation of various noises in IBMQ_manila device.

It should be noted that in the tables the 1q gate error decomposes in the error
in 1, SX (square root of X gate), and the X gates because the basis gates for
IBMQ_manila and IBMQ_manila are CX, 1, RZ, SX, and X so it decomposes any gate
into the following basis gates and apply noise.

5.2.4 Error quantification

We quantify the error in the VQFE-based certification process calculating the
difference in the truncated fidelity and the true fidelity defined as

AF(ﬂ? 0.p) = F(,Om, arpn) - F(ﬁ? J)' (515>

Throughout this chapter, we use the above quantifier mentioned in if not
stated otherwise.

5.3 Results

In this section, we demonstrate the performance of the VQFE-based device certi-
fication algorithm where we consider (1) random 1-qubit quantum channels and
then we scale up the system to consider (2) two-qubit quantum channels.
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(a) CZ as entangler. (b) CX as entangler.

Figure 5.5: Error in fidelity estimation with respect to m. The results were
obtained by taking an average over 1000 random 1-qubit quantum channels (n = 1)
of rank 4, using IBM quantum computer simulator from Qiskit Aer package.
Here AF(p,0”) = F(pm,0?f,) — F(p,o). The dashed lines depict the average over
channels with less than 5% error in the estimation of fidelity. The source code for
the implementation can be obtained from [84].

In the case of a one-qubit channel, we do a rigorous investigation of the
certification algorithm in the presence and absence of noise. While for two-qubit
we investigate the noiseless scenario briefly.

5.3.1 Omne-qubit quantum channel

Noiseless scenario The results for the 1-qubit random quantum channels are
illustrated in Fig. . We sample the quantum channels from Haar distribution
using the random_quantum_channel module of gqiskit.quantum_info.

The results are averaged over 1000 random quantum channels. For the purpose
of illustration, we explicitly showcase the case where the ansatz contains CZ and CX
as entangler in Fig. and in Fig. respectively. This helps us to note
that for random 1-qubit quantum channels, it is better to consider CX gates in the
ansatz than other entangling gates. Additionally, in both cases, we observe that the
introduced certification procedure provides a very good approximation to fidelity
for low-rank quantum channels. At the same time, SSFB certification can provide
a useful lower bound for fidelity between operations. However, the upper bound
obtained in the SSFB case is unsuitable for providing a viable approximation of
fidelity.

We also observe that the approximation given by the certification procedure
can be significantly improved by increasing the number of eigenvalues estimated in
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the variational diagonalization subroutine. This is evident in the
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Figure 5.6: Mean error for the approximation of fidelity by the truncated fidelities.
Values are plotted for random quantum operations as a function of the rank of the
truncated fidelity. Each combination of color and shape corresponds to density
matrices with a fixed rank. Each point was obtained by averaging the difference
between the fidelity and the truncated fidelity on the sample of 10° pairs of random
dynamical matrices.

In Fig. , where the dependency of the mean approximation error of the
truncated fidelity is plotted for dynamical matrices with different ranks. As one
can see, the bound obtained using the truncated fidelity can be easily tightened.
Moreover, the mean for the given rank of the truncated fidelity decreases with the
increasing rank of random dynamical matrices. The theoretical interpretation of
this observation can be clearly seen through the Eq. (5.10) where the bounds in
TFB reply on the eigenvalues of the matrix 7". In Eq. (5.9)) we also see that the
primary building blocks of the T" matrix are the eigenvalues of the quantum channel
that is to be diagonalized in the VQSD subroutine. Hence higher the rank of the
quantum channel the more eigenvalues the VQSD subroutine can approximate
which in turn gives a better approximation to the eigenvalues of the T" matrix,
resulting in tighter truncated fidelity bound.

The exact ansatz construction that we use is a Hardware Efficient Ansatz of
the form

= entxHRY 0;)%'RZ(0,)"" (5.16)

where n is the size of the quantum channel.
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Noisy scenario In this part, we illustrate through Fig. (5.7)) the effect of depo-
larizing, amplitude damping, and random X noise.

noise amplitude
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Figure 5.7: Effect of noise in the estimation of truncated fidelity bound under
amplitude damping, depolarizing, and random X noise. It can be seen that the
effect of amplitude damping noise is more on fidelity estimation when we increase
the noise above 30%. Additionally, for amplitude damping noise when the noise
amplitude is within 10%, we do not observe any notable changes in the fidelity
estimation, but in retrieving lower ranks, it performs poorly.

A brief discussion of the three kinds of noise models is given in Sec. [5.2.3
Through our illustration, we see that the fidelity bound fails to converge to the
true value as the noise amplitude increases more than 10%. The depolarizing
and random X noise elevates the fidelity at full rank compared to the true value,
while due to the effect of amplitude damping noise, the estimated fidelity decreases.
It is due to the fact that the amplitude damping noise reduces the value of the
eigenvalues that are collected during the channel diagonalization process. As we
already saw the fidelity calculation directly depends on the eigenvalues i.e. more
exact the eigenvalues the better the estimation of fidelity hence a decrease in
eigenvalue decreases the estimated fidelity. When the amplitude of noise increases
more than 10%, the deviation of fidelity estimation from its true value becomes
more prominent.

We can also notice that the higher the noise value the higher the error in the
fidelity estimation due to failure in retrieval of eigenvalue for lower rank. This is
more prominent in the case of random X noise where we only retrieve the fidelity
eigenvalue corresponding to the highest rank i.e. rank 4.
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In Fig., we depict the results for fidelity estimation after running the
algorithm in Qiskit Aer with real device backends provided by IBM. In the
presence of noise, we expect a degradation of the performance of the algorithm
which is evident from the figure. The fidelity achieved by using CX and CZ for
the entangling gate is similar at the 3rd layer but the CZ gate helps to obtain a
very close to optimal fidelity (which is less than the true fidelity) in just one layer.
Whereas the ansatz with CX keeps on improving at each step and finally achieves
a similar fidelity as the ansatz with CZ at the 3rd layer. This helps us infer that
although CX gate represents better learnability, hence beneficial for optimization in
a noiseless scenario. But in a noisy case, it is profitable to use CZ to achieve higher
accuracy with very few gates and depth.

As the noise model for both devices is similar hence we observe similar char-
acteristics in the variation of fidelity with respect to layers for the two kinds of
noise. Additionally, as the amplitude-damping noise is more prominent in the real
device we see a decrease in the fidelity value. As the noise model for both devices
is similar hence we observe similar characteristics in the variation of fidelity with
respect to layers for the two kinds of noise. Additionally, as the amplitude-damping
noise is more prominent in the real device we see a decrease in the fidelity value.
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(a) CZ as entangler. (b) CX as entangler.

Figure 5.8: The convergence of the truncated fidelity for a single random one-qubit
(rank 4) channel in IBM’s noise-free and AerSimulator from Qiskit package with
real device backends. The black dashed line depicts the true value of fidelity.
See |84] for the implementation details.

notel added labels in Fig. (5.8a)) and Fig. ((5.8b))
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5.3.2 Two-qubit quantum channel

In this section, we show the performance of the VQFE-based device certification
with the scaling of the quantum channel. The result is illustrated in Fig.
where we see that the average error in the estimation of the fidelity for one-qubit
quantum channels is around 15% whereas 100 channels are below 5% error, which
is lower compared to the one-qubit case where we saw 500 channels goes below 5%
error.
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Figure 5.9: The average error in fidelity estimation with respect to m, obtained by
averaging over 1000 random two-qubit quantum channels (n = 2) of rank 4, using
IBM quantum computer simulator from Qiskit Aer package.

5.4 RL assisted variational channel certification

In the previous chapter in Sec. [3.4] we elaborately discuss how we can harness a
reinforcement learning agent to efficiently diagonalize a quantum state. From our
elaborated investigation, it was evident that a carefully chosen encoding scheme
for the quantum circuit, a dense reward function, and an e-greedy policy for the
agent can help us achieve a diagonalizing unitary with very low depth and with
a small number of gates. Additionally, with the efficient circuit, we were able to
achieve an accuracy better than the existing algorithm.

Using the Jamiotkowski-Choi isomorphism in Eq. we can extend the
applicability of RL-VQSD to RL-based quantum device certification. Finding the
exact eigendecomposition of a quantum channel is an indispensable part of the
VQFE-based certification process. A near-exact approximation of the eigenvalues
and eigenvectors of the channel led us to the efficient certification of quantum
devices. As we saw the RL can enhance the performance of the diagonalization and
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give us a better approximation to the eigendecomposition. This in turn enhances
the VQFE-based device certification process.

Meanwhile, till now the ansatz we were using in the VQFE-based certification
process were all fixed structures LHEA that contain at least 4-8 parameters per
layer and its depth grows rapidly as we increase the layers of the ansatz. This has
two issues (1) A large number of parameters can cause trainability issues as we
scale up the size of the quantum channel and (2) due to high depth and gate various
kinds of quantum noise can impact the accuracy of the certification process. An
RL-based certification will reduce the number of parameters in the quantum circuit
by minimizing the number of gates and the depth of the circuit. On the other hand,
the minimized ansatz proposed by an RL-agent will be more noise-resilient than
the fixed structure LHEA.

5.5 Conclusion

In this chapter, as an application of the RL-VQSD method, discussed in the
previous chapter, we present a novel approach to certify quantum devices based
on the variational quantum fidelity estimation method. The introduced algorithm
is primarily based on the combination of Jamiotkowski-Choi isomorphism and
variational quantum state diagonalization method. The algorithm is suitable for
real-life cases when one needs to provide a convincing argument supporting their
claim about a quantum device, keeping in mind the certified quantum device
operates on a small number of qubits. This is exactly the case for the NISQ era.

The intrinsic benefit of the VQFE-based channel certification comes from the
principle of variational paradigm [109]. The variational structure of quantum circuits
provides us with the advantage of harnessing the strengths of a given quantum
architecture. Which benefits avoiding some classes of quantum noises [101], making
it more appealing for the NISQ devices.

This is more apparent during the noisy simulations of the VQFE-based cer-
tification where we show that amplitude-damping, depolarizing, and random X
noise with 1% intensity do not affect the performance of the algorithm. We also
simulate our protocol on a real quantum device and show that the performance of
the certification process decreases drastically compared to the noiseless scenario.

5.6 Takeways

This chapter introduced a protocol for quantum channel discrimination based on
the variational quantum algorithm for fidelity estimation.
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e Choi-Jamiotkowski isomorphism driven quantum device certifica-
tion In this chapter, we utilize the variational quantum state diagonalization
(that is discussed in the previous chapter) with the Choi-Jamiotkowski iso-
morphism as described in Eq. to certify quantum channels. Where the
approximation of the similarity measure, i.e. fidelity (see Eq. (5.2))), plays a
very important role. During the construction of the certification scheme, we
see that the state-of-the-art fidelity bounds in Eq. are replaced by the
truncated fidelity bounds as given in Eq. and in Eq. (5.7). Hence, for
two distinct quantum channels, if the truncated fidelity bounds converge to
1, we can say that the channels are the same. The algorithm is elaborated in

the Sec. 5.2.2

e Better the approximation of VQSD, the better certification In
the Fig. , we illustrate the dependency of the approximation error in
the certification process with respect to the rank of dynamical matrices of
quantum channels. As it can be seen from the illustration for 4, 6, 8, and
10 rank dynamical matrices the mean error in truncated fidelity decreases
gradually and becomes tighter as we increase the rank in the dynamical
matrix. This indicates that during the channel diagonalization process, if
we can retrieve all the eigenvalues and eigenvectors of the channel, then the
certification efficiency maximizes.

e Little effect of noise and scaling In the Fig. and we present the
performance of the VQFE-based certification process for one- and two-qubit
quantum channels averaged over 1000 random quantum channels. It can be
seen that the error in fidelity does not get affected by a lot as we scale up
the size of the quantum channel. But the number of states with less than 5%
error decreases from 480 for one-qubit to 99 in the case of two-qubit.

On the other hand in Fig. we show that depolarizing, amplitude-
damping, and random X noise do not affect the performance of the certification
scheme if the noise value is below 10% but due to the decoherence error
and connectivity constraints, the performance of the certification process
underwhelms compared to a single type of noise scenario.

e RL assisted channel certification In the concluding section of the chapter,
we briefly describe how a reinforcement learning agent can be utilized to
enhance the performance of the VQFE-based certification process. To do this
we propose to replace the fixed-structured quantum circuit given in Eq.
by a variable ansatz, where each element (i.e. quantum gate and we refer
to Sec. for details) is decided by a policy and a dense reward function
(see Sec. for details). This promises to give us a short-depth ansatz
containing comparatively very few one and two-qubit gates.
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Due to the compactness of the RL-agent proposed ansatz we guarantee to
observe better performance of the certification scheme in the noisy scenario
and also while running the scheme on the real quantum device.
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Chapter 6

Discussions

Current quantum hardware is limited in terms of the number of qubits and connec-
tivity among them. Due to very small decoherence time, the qubits are noise-prone
and their performance degrades rapidly as we evolve a quantum state through
a unitary. Hence it is important to find small quantum circuits that can solve
a problem with low error. To address this, in this thesis, we discuss a general
framework that automates the search for efficient quantum circuits for variational
quantum algorithms (VQAs) based on reinforcement learning (RL) techniques. A
lot of research is dedicated to providing a definitive structure of the variational
quantum circuit in VQAs. Due to the mystery behind the structure of these
variations circuits, they are famously known as ansatz. The problem of automating
the search for an efficient ansatz is known as the quantum architecture (QAS)
problem.

Before discussing the framework, we give a brief introduction to quantum
states, gates, and quantum channels in the Appendix [A] which is followed by a
brief discussion of variational quantum algorithms (VQAs) in Chapter . The
description of VQAs includes a brief introduction to two of the most crucial
subroutines of VQAs (1) the construction of cost function and how its landscape
varies with the number of qubits in Sec. 2.1.1] which is followed by a brief discussion
of (2) the problem inspired and problem agnostic ways of constructing an ansatz
in Sec. 2.1.2] Afterwards, in Sec. we provide an introduction to reinforcement
learning. Keeping the vastness of RL we keep our discussion compact and introduce
the concepts relevant to the thesis. Finally, in the Sec. we introduce the
necessary ingredients for building the RL-assisted quantum architecture search
framework that we use in the following chapters of the thesis.

In the framework, the environment is defined by the quantum-classical optimiza-
tion loop of VQASs, the RL-state is represented through the ansatz structure, the
reward function is itself a function of the cost function (that encodes the problem)
and the action space is composed of quantum gates. Utilizing this framework we
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consider two problems based on their relevancy in quantum physics, quantum chem-
istry, and condensed matter physics. These two problems are variational quantum
state diagonalization (VQSD) and variational quantum eigensolver (VQE).

As the first application of the framework, in the Chapter 3| we consider the
reinforcement learning assisted variational quantum state diagonalization (VQSD)
which we term as RL-VQSD [82] in a noiseless scenario. The algorithm focuses
on identifying the unitary rotation under which a given quantum state becomes
diagonal in the computational basis. We first benchmark the performance of linear
hardware efficient ansatz (LHEA) in diagonalizing a two- and three-qubit quantum
state. Later we use the RL-based diagonalization method to find the eigenvalues of
two-, three-, and four-qubit quantum states. In the case of two-qubit states, we
sample arbitrary quantum states from the Haar distribution. Whereas, for three-,
and four-qubit cases we choose the reduced ground state of a six-, and eight-qubit
Heisenberg model respectively, and diagonalize it. Finally, to demonstrate the
hardness of the problem, we run a random-agent method where the RL-agent does
not choose the action at a step from the cumulative reward collected from the
previous steps but randomly.

In the next application, in Chapter [, we use our framework to construct a
curriculum reinforcement learning-based variational quantum eigensolver (VQE)
CRL-VQE based on ref [119] algorithm where we find the ground state of molecules
in a noiseless and noisy scenario. In the noiseless scenario, we consider a LiH
molecule of four- and six-qubit and an eight-qubit H,0. Next, we compare the
performance of the CRL-VQE with the previously proposed QAS algorithms such as
RL-VQE in ref. [116] and quantumDARTS in ref [165]. The majority of research in
QAS is focused on a noiseless scenario and the impact of noise on the QAS remains
inadequately explored. So in this chapter, we extend the results in realistic noisy
scenarios as well where the noise models are based on IBM quantum devices such
as ibmq_mumbai (with all-to-all connectivity) and ibmq_ourense (with constrained
connectivity). Under these noise models, we solve the two-, three-, and four-qubit
Hy molecule and the four-qubit LiH molecule.

While solving these two problems we consider the following settings:

1. The RL methods: While dealing with VQSD the RL method we use is a
vanilla curriculum approach where the user needs to provide a predefined
threshold. In the ideal case for the VQSD, the cost function should approach
0, but in the realistic scenario, it is important to define a predefined threshold
(¢) arbitrarily and completely depends on the number of qubits. But while
dealing with ground state finding problems using VQE, the exact value of the
ground state of molecules is not known; hence, the idea of fixing a predefined
threshold is out of scope. That is why we utilize a feedback-driven curriculum
RL (namely CRL) in Sec. ] which is independent of the prior knowledge
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regarding the true ground state and does not impose any specific constraints
on the initial threshold value.

. The RL-state representation: The RL-state is defined through a tensor-
based binary (TBE) encoding scheme elaborated in Section in dealing
with both the VQSD and VQE. In Section [4.3.1], we also show that for
VQE problems, the TBE outperforms the previously proposed encodings for
similar problems [116].

. The RL-action space encoding: The action space is encoded in a one-hot-
encoding manner where each action represents a quantum gate defined by a
list of four elements. The complete encoding scheme is elaborated in Sec. [3.3.2]
with an example. The encoding of the action space remains invariant in the
VQSD and VQE. Meanwhile,

. The reward function construction: For the VQSD algorithm the reward
function is defined densely as given in Eq. (8.10). Whereas, for VQE we
utilize a sparse reward function Eq. . In the Sec. we show that for
the VQE problem both the reward functions provide similar results in terms
of ansatz depth, parameters, and accuracy but as the number of successful
episodes using Eq. is higher than Eq. the former is more reliable

in finding smaller ansatz.

. The action space pruning: Throughout the thesis we call the action space
pruning method as llegal actions. When adding a unitary to a qubit at a
certain step s, if we append the same unitary to the same qubit in step s + 1,
these two operations negate, and the cumulative result is an identity matrix
or an idling operation. To restrict redundant such operations and enhance the
RL-agent’s exploration efficiency while dealing with VQE we utilize the illegal
actions technique, elaborated in Sec. with an example on four-qubits.

. The random halting technique: This technique is specifically designed
to deal with the noise in quantum devices. As it is discussed in Sec. [4.5]
whenever noise is applied to a quantum circuit, a CPTP channel is applied to
the circuit, which not only reduces the performance of the circuit to achieve
a task but increases the computation time by many times compared to the
noiseless scenario. Hence to keep up with this, we make the total number
of steps in an episode a variable by sampling it from a negative binomial
distribution. This method is particularly used while finding the ground state
of molecules using the VQE algorithm. In Fig. we show that the random
halting searches the optimal ansatz 3 times faster.
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Finally, in the Chapter |5| we discuss a novel quantum channel certification [85|
process based on the VQSD algorithm. The algorithm takes two devices as input
— the standard device with the operational capacity already confirmed, and the
device for which its conformation with the standard device to be confirmed. We
benchmark the variational quantum channel algorithm in the noiseless scenario for
one-, and two-qubit Haar random quantum channels. Next, we investigate how
the algorithm is influenced under amplitude damping, depolarizing, and random
X noise models. Later on, we benchmark the performance of the performance of
the algorithm under real device noise imported from ibmq_manila and ibmq_lima.
Finally, we discuss as a future work the possibility of constructing an RIL-based
quantum channel certification process.
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Chapter 7

Conclusions

In this thesis, we introduce a simple yet effective infrastructure for a reinforcement
learning-based quantum architecture search algorithm. To show the performance
of the thesis, we propose an RL-VQSD [82] and CRL-VQE [7] algorithm that is
built upon the framework introduced in this thesis. We solve these problems in
the absence and the presence of noise and gather valuable insights. The results are
summarized through the following points:

1. In noiseless scenario: For both the RL-VQSD and the CRL-VQE, the
RL-agent provides us with an ansatz (that we call RL-ansatz), which contains
a smaller number of parameters and depth while achieving lower error in cost
function evaluation compared to state-of-the-art methods. For example, in
the Chapter 3| we compare the performance of the LHEA ansatz proposed in
state-of-the-art VQSD algorithm with the RL-anatz provided by the agent
in RL-VQSD. We show that the RL-ansatz is not only of smaller depth and
number of gates, but it also helps us achieve a lower error in eigenvalue
estimation which is represented through the Fig. . Meanwhile, in
the Chater 4] we compare the performance of our algorithm with previously
proposed learning-based methods for quantum chemistry problems such as the
RL-VQE [116], quantumDARTS [165] and the net-based QAS [44] algorithms.
Our results in Tab. show that the CRL-VQE algorithm outperforms the
RL-VQE and the quantumDARTS and provides an ansatz with a smaller
number of gates, depth, and parameters also keeping a very high accuracy in
ground state energy estimation proving the Hypothesis [1}

On the other hand,
2. In noise scenario: The performance of the CRL-VQE algorithm is inves-

tigated under real device noise. Where the noises are modeled from IBM
devices such as ibmq_mumbai (with all-to-all connectivity) and ibmq_ourense
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(with constrained connectivity). Through Tab. We show that under the
framework of the CRL-VQE in the presence of such noise and constrained
connectivity, the RL-agent solves various quantum chemistry problems while
utilizing a novel action space pruning (which we call illegal actions) and
variable episode length (calling it random halting) techniques with curriculum
reinforcement learning. This proves the Hypothesis 2| introduced in the
introduction section.

In the final chapter of the thesis, we discuss a variational quantum channel
certification algorithm that uses the VQSD algorithm as a subroutine. The results
on the Fig. and Fig. benchmark the performance of the algorithm for
one- and two-qubit quantum channels. Whereas in Fig. and Fig. we
show the performance of the algorithm under various simulated noise models. In
the following, we discuss broadly first the strengths and advantages of the discussed
framework which is followed by an elaboration of the limitations and accompanying
future work.

7.1 Strengths and Advantages

In this section, we outline the merits of the introduced framework, specifically
emphasizing the benefits of utilizing the existing infrastructure as a foundation for
future research.

A straightforward framework of QAS for VQAs In this thesis, we introduce
a very simple and efficiently implementable framework for quantum architecture
search in VQAs. The strength of the framework lies in the fact that it can perform
efficiently in the absence and presence of real device noise. The primary advantage
of the framework is that it can be readily adapted to address a wide range of VQAs
in deploying quantum architecture search methods.

Binary depth-based encoding scheme for ansatz The quantum circuit
encoding scheme that is presented in the scope of a subroutine of RL scales
quadratically with the number of qubits. In this scheme, each depth of the circuit
is encoded in a block of dimension ((NV + 3) x N), where the presence or absence
of a gate is represented by either 1 or 0 respectively. The strength of this approach
becomes evident when contrasted with the previously suggested integer gate-based
encoding [116], surpassing the performance of the prior encoding scheme. The
advantage of the presented encoding is the fact that it can be easily modified (based
on connectivity among qubits and the limitation of the connectivity in two-qubit
gates) and adapted to any quantum architecture search method.

122



Action-space pruning The illegal actions is an add-on technique presented in
the thesis and is a very simple yet effective way to narrow the action space for
the RL-ansatz. Which optimizes the search in the action space and provides a
significant advantage in minimizing the time per episode while dealing with our
framework. The primary strength of the technique lies in its ability to be easily
toggled on or off, and seamlessly adapted to any quantum architecture search
methods without difficulty.

Accelerating the discovery of efficient ansatz Noise in quantum devices
increases the simulation longer. To cope with this increasing computational time,
in this thesis, we introduce random halting scheme and we show that using this
method we can search an efficient ansatz three times faster, showcasing its strength.
The advantage of the technique lies in the fact it can be easily adaptable to any
quantum architecture search method and real quantum hardware.

Curriculum reinforcement learning In VQAs, it is not possible to have prior
knowledge of the solution. In the vanilla curriculum of RL, it is required to define
prior a threshold value for the cost function. In the case of some VQAs, the
threshold can be arbitrary (as can be seen in the RL-VQSD) but for quantum
chemistry problems, it is necessary to set the threshold in such a way that the
ansatz proposed by the agent can provide the ground state energy. In this thesis,
we utilize curriculum reinforcement learning. The strength and advantage of this
RL is that, without having prior knowledge of the ground energy, the algorithm
iteratively shifts the threshold value after each episode and leads the agent to find
the ground state energy.

7.2 Limitations and Future Work

Progress in RL methods Despite the promise of RL methods, they encounter
challenges concerning sample efficiency, stability, and sensitivity regarding the
learning ability of the agent. It is crucial to acknowledge these aspects in the scope
of the constantly evolving RL field and mitigate such limitations in future work.

Computational requirements The computational demands of training the
agent are substantial, primarily in the presence of real device noise. This imposes
challenges in both evaluating quantum circuits on a quantum computer and training
the algorithm on classical devices. A careful investigation is needed to find more
efficient computational strategies.
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Scalability to complex problems As a follow-up to the discussion regarding
the computational challenges, it is crucial to address the scalability of the proposed
framework to larger and highly correlated quantum chemistry problems, and in case
of diagonalizing many-body Hamiltonians or diverse noise models. The training
of the RL-agent is done from scratch, which promotes the need for exploration to
enhance scalability.

Real quantum hardware validation The thesis is constrained by the simulation
of real device noise and its connectivity which lacks the lack of validation on real
quantum hardware, primarily due to existing cost limitations. This can be seen as
a motivation for future research endeavors.

Broadening the application scenario The application scenario of the proposed
framework in the thesis is limited to just three possible problems that have an
impact on quantum physics, chemistry, condensed matter physics, and quantum
information theory. A straightforward future work in this line can be broadening
the scope of this framework to additional applicable scenarios. For example, in
variational quantum linear solver [22] the authors propose a fixed structure layered
hardware efficient ansatz which contains a large number of one- and two-qubit
gates. Our framework has the potential to automate the search for an efficient
ansatz that is of shorter depth and gate. Following this motivation it is recently
shown that using an Schréodinger-Heisenberg variational quantum algorithm [136]
it is possible to scale find the expectation value of a complex chemistry or condense
matter Hamiltonian with shallow ansatz. It is possible to automate the search
for the Schrodinger and the Heisenberg circuits to further optimize the gates and
depth of the overall ansatz.
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Appendix A

Basics of quantum computing

A.1 Quantum states

A quantum state encapsulates all the information about a quantum system, includ-
ing its position, momentum, spin, and other relevant properties. Mathematically,
quantum states are represented as vectors in a complex vector space known as
a Hilbert space. For one qubit quantum state can be represented by a linear
combination of the |0) and |1) as follows

) = al0) + Bl1), (A1)

where a and f are complex numbers known as probability amplitudes and |0), |1)
are orthonormal ((0|1) = 0) are known as basis states. We can do a projective
measurement on the basis and find the probability of finding the |0) to be (¥|0) =
|a|? and finding the |1) to be (1) = [3]>. If the quantum state is a linear
combination of j basis vectors, then the quantum state looks as follows

) =Y ¢l (A.2)

J

Another way to express a quantum state is through density matrices, where we
take the outer product of the state Eq. (A.2)), which results into

p= 1) = pile)(el;, (A3)

where p; = |¢;|?. It is important to define states in this way because if we do not
have the whole information, only a statistical mixture of states, then we can not
get access to the probability amplitudes of corresponding basis states; hence, it is
not possible to represent it with a single ket vector. As such, we see mixed states.
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Pure state If the p can not be expressed as a mixture/convex combination of
other states, it can be defined as a single ket vector, i.e. p = [¢)(¢)|. The purity of
a pure state, i.e. Trp? = 1.

Mixed state If the p can be expressed as a statistical mixture/convex combination
of other states, it is known as a mixed state. The purity of a mixed state, i.e.
Trp? < 1.

The purity mathematically helps us distinguish between a pure and a mixed
state. It tells us that a pure state exhibits maximal coherence and lacks inherent
uncertainty in its properties. However, under realistic consideration when, the
environment can influence the quantum systems, leading to interactions that cause
decoherence and introduce noise. Which results in a mixed state—a statistical
ensemble of pure states.

A.2 Quantum gates

Quantum gates are fundamental elements in quantum computing that perform
operations on qubits. These gates are represented by unitary operators in quantum
mechanics, transforming the quantum state of one or more qubits. Each gate
corresponds to a specific operation, such as changing the state of a qubit, entangling
multiple qubits, or performing computations on quantum data. For the sake of the
thesis, we only define three kinds of one-qubit parameterized quantum gates that
rotate a qubit in X (RX), Y (RY) and Z (RZ) direction as follows

BX cos(0/2) —isin(0/2) Ry cos(6/2) —sin(0/2) | (A4)
_—isin(9/2) cos(60/2) sin(6/2)  cos(0/2)

- exp(—if/2) —0 ' (A5)
i 0 exp(if/2)

Additionally, for a two-qubit gate, we use the CX gate, where one of the qubits
works as a control and modifies the target qubit depending on the input in the
control. Without influencing the control qubit, the gate performs a Pauli X gate
on the target qubit when the control qubit is in |1).

A.3 Quantum channels

Quantum channels represent the mathematical formalism used to describe the
evolution of quantum systems under the influence of various physical processes,
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including interactions with an external environment. A quantum channel is a
completely positive and trace-preserving map that describes the evolution of a
quantum state. It models how quantum information interacts with its surroundings,
resulting in system state changes.

A quantum channel £ can be expressed as a linear, completely positive trace-
preserving (CPTP) map that acts on the density operators of the quantum states.
Mathematically, the action of the quantum channel £ on a quantum state p is
represented by

p'=Ep),

where p' is the density matrix after passing through the channel £. To adhere
to the complete positivity requirement, the channel £ should leave all positive
semidefinite operators invariant under its action, ensuring the preservation of the
positivity of the density matrix. A fundamental property of quantum channels is
their linearity, characterized by

E(apy + Bp2) = a&(p1) + BE(p2),

for any scalar A, u and input states p;, and p,. This property ensures that the

transformation remains consistent and proportional to the input states.
Additionally, the trace-preserving property of the quantum channel dictates that

the output state maintains a unit trace, capturing the conservation of probability:

Tr(E(p;)) = Tr(p;) = 1,

ensuring the preservation of the normalization of quantum states.

Quantum channels are pivotal in various quantum information processing tasks,
including quantum communication, error correction, and computation. Understand-
ing the properties and characteristics of quantum channels is crucial for designing
efficient communication protocols, error-correcting codes, and quantum algorithms.

In this thesis, we utilize specific types of quantum channels, such as unitary
(random X) channels and depolarizing channels. Each chapter where these channels
are applied will include a brief explanation to aid conceptual clearance.
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Appendix B

Proof of Truncated Fidelity
Bound 5.6

Proposition 1: The truncated fidelity bounds are as follows:

F(pm,oh,) < F(p,0) < Fu(pm,0h,)- (B.1)

Proof. The F, represents the generalized fidelity and the RHS of the Eq. (B.1))
follows from the monotonous nature of F, under the completely positive trace
non-increasing maps [153,/154]. Such a map can be defined as

Mo (p) = 117, pII7,, (B.2)

where II? is the projector on the subspace spanned by the eigenvectors for the
m-largest eigenvalues. This helps us write

F(p,0) = F.(p,0) < Fi(Mp(p), Min(0)) = Fi(pm, 05,). (B.3)

Meanwhile, the lower bound i.e. F(p,0) > F(pm,0”,) can be derived using the
strong concavity of fidelity [114] as follows

M,,,(p) U)

1= p, F ,

m

F(p.0) = F(My(p) + Mn(p). 0) > v/FF (Mm(p) , p)

> \/%F (z_:uO) = F(pm,O') = F(Pmaaﬁ),
(B.4)

where p,, = Trp,, and we have expressed

p = Mp(p) + Mn(p) (B.5)
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where M,,(p) = I12,pII?, and I, is the orthogonal compliment of II?,.
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Appendix C

Illegal actions elaboration

Here we delve into a comprehensive discussion of the concept of illegal actions. For
every N-qubit system, there can be a maximum of /N actions applied to individual
qubit(s). We start with an empty list, representing an initially empty circuit,
which can accommodate up to four sub-lists, each corresponding to a specific illegal
action.

Ajllegal = [\H// ]. (C.1)

N times

If the agent selects an action represented as [i, j, IV, V], signifying a CX operation
with control on qubit ¢ and target on qubit (i +j) (mod N), the illegal action list
is adjusted as follows:

Aillegal = [[i,j, N7 N]? H ] (02)

~—
(N —1) times

For the selection of the next action, we employ a selection rule that encourages
the agent to opt for the action with the highest estimated action value. To prevent
the agent from repeating the action [i, 7, N, N] in the next action, we assign a
corresponding estimate of —oo to the illegal action. Therefore, during the greedy
action selection process, the agent automatically excludes the illegal action from
the available list of actions, pruning the action space.

In the next time step if the agent decides on an action [N, N, [, m] which
corresponds to a rotation towards m direction and the rotation to be applied on
[-th qubit then if ¢ # [, and (¢ + j) (mod N) # [, then the illegal actions updated
as:

Aiﬂegal: [[i’j7N7N]7[N7Nal’m]’ H ]7 (CS)
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elseif i =1l or (i +7) (mod N) =1 then the update of illegal actions follows

Aillegal = [[Ny Na l7 m]7 H ] (04)
~—
(N —1) times

In either case, we set the estimate corresponding to the illegal actions to —oo, and
the agent does not choose the action or the list of actions.
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Appendix D

Implementation of components of

RLQAS

D.1 RL-state implementation

Here, we give the code for the tensor-based encoding for the ansatz that is used as
the observable for the RL-agent. The state is represented as a torch tensor of
dimension T x ((N + 3) x N). Where in the code block qubits = N, num_step
=T. To keep track of the gates and the operations, we use the notion of moments
in a quantum circuit. The moment of a quantum circuit is defined by a collection
of quantum gates that all act during the same abstract time slice |1]. The RL-state
gets filled up by the rule presented through Fig. for each action. Meanwhile,
the action space encoding is straightforward and is presented in Fig. (3.7). In
we provide a python code example for RL-state (presented by state) encoding
where the action space is denoted by the action_list and for each action, the
state gets updated. In order to keep track of the gates and the qubits, we make
use of the notion of moments [1].
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Algorithm 3 RL-state construction and update

Require: qubits (the number of qubits in the problem)
Require: num_step (number of steps in an episode)
Require: action list (list of possible actions)
Ensure: Updated RL-state (state)
Ensure: Updated ansatz moments (moments)
1. state < torch.zeros((num__step, qubits + 3 + 3, qubits))
2: moments < [0] x qubits
3: for each action in action list do

4: Extract ctrl, targ, rot _qubit, and rot _axis from action

5: if rot _qubit < qubits then

6: gate tensor <— moments(rot__qubit]

7: else if ctrl < qubits then

8: gate tensor < np.max(moments|ctrl], moments|targ])

9: end if

10: if ctrl < qubits then

11: state[gate_tensor][targ][ctrl] + 1

12: else if rot _qubit < qubits then

13: state|gate _tensor|[qubits + rot _axis — 1][rot_qubit] < 1

14: end if
15: if rot _qubit < qubits then

16: moments[rot_qubit] < moments|rot__qubit] + 1

17: else if ctrl < qubits then

18: max_of two_moments < np.max(moments|ctrl], moments[targ])
19: moments|ctrl] < mazx_of two moments + 1

20: momentsltarg| < max_of two moments + 1

21: end if

22: end for

D.2 [Illegal actions implementation

The following code block provides an elaborated implementation of the #llegal
actions technique. As a quantum physicist, I must concede that the code is
entangled to a degree surpassing even a maximally mixed state, and I am confident
that some can render it significantly and make it more decoherent.

qubits = #the number of qubits in the problem

current_action = [qubits]*4
3 illegal_actions = [[]J]*qubits
action_list = #list of actions

N
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for

action in action_list:

action=current_action

ctrl,targ = action[0],(action[0]+action[1])%qubits
rot_qubit ,rot_axis = action[2],action[3]

if ctrl < qubits:
are_you_empty=sum([sum(l) for 1 in illegal_actions])
if are_you_empty!=0:
for ill_ac_no,ill_ac in enumerate(illegal_actions):
if len(ill_ac) != O:
ill_ac_targ=(ill_ac [0]+ill_ac[1])%qubits
if i11_ac [2]==qubits:

if ctrl==ill_ac[0] or ctrl==ill_ac_targ:
illegal_actions[ill_ac_no]=[]
for i in range(l, qubits):
if len(illegal_actions[i])==0:
illegal_actions[i]l=action
break
elif targ==ill_ac[0] or targ==ill_ac_targ:
illegal_actions[ill_ac_no]=[]
for i in range(l, qubits):
if len(illegal_actions[i])==
illegal_actions[i]=action
break
elee
for i in range(l, qubits):
if len(illegal_actions([i])==
illegal_actions[i]l=action
break

else:
if ctrl==ill_ac[2]:
illegal_actions[ill_ac_no]=[]
for i in range(l, qubits):
if len(illegal_actions[i])==
illegal_actions[i]l=action
break
elif targ==1ill_ac[2]:
illegal_actions[ill_ac_no]l=[]
for i in range(l, qubits):
if len(illegal_actions[i])==
illegal_actions[i]=action
break
else:
for i in range(l, qubits):
if len(illegal_actions[i])==
illegal_actions[i]l=action
break
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55 else:
56 illegal_actions [0]=action

58 if rot_qubit<qubits:

59 are_you_empty=sum([sum(l) for 1 in illegal_actions])
60 if are_you_empty!=0:

61 for iac_no, iac in enumerate(illegal_actions):

63 if len(iac) !=0:
64 ill_ac_targ=(iac[0]+iac[1])%qubits
65 if iac[0]==qubits:

67 if rot_qubit==iac[2] and rot_axis!=iac[3]:
68 illegal_actions[iac_no]l=[]

69 for i in range(l, qubits):

70 if len(illegal_actions[i])==0:

71 illegal_actions[i]=action
72 break

73 elif rot_qubit!=iac[2]:

74 for i in range(l, qubits):

75 if len(illegal_actions[i])==0:
76 illegal_actions[i]=action

77 break

78 else:

79 if rot_qubit==iac[0]:

80 illegal_actions[iac_no]=[]

81 for i in range(l, qubits):

82 if len(illegal_actions[i])==0:
83 illegal_actions[i]l=action
84 break

85 elif rot_qubit==iac_targ:

86 illegal_actions[iac_no]l=[]

87 for i in range(l, qubits):

88 if len(illegal_actions[i])==0:
89 illegal_actions[i]l=action
90 break

91 else:

92 for i in range(l, qubits):

93 if len(illegal_actions[i])==0:
94 illegal_actions[i]l=action
95 break

96 else:

97 illegal_actions [0]=action

98

99 for indx in range (qubits):

100 for jndx in range (indx+1, qubits):

101 if illegal_actions[indx]==illegal_actions[jndx]:
102 if jndx!=indx +1:

103 illegal_actions [indx]=[]
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104
105
106
107
108
109
110
111

112

114
115

116

else:

illegal_actions [jndx]=[]
break

for indx in range (qubits-1):
if len(illegal_actions[indx])==0:

illegal_actions[indx]=illegal_actions [indx+1]
illegal_actions [indx+1]=[]

illac_decode=[]

for key, contain in dictionary_of_actions(qubits).items():
for ill_action in illegal_actions:
if ill_action==contain:
illac_decode.append (key)

Listing D.1: A python code example for illegal action (presented by
illegal_actions) technique where the action space is denoted by the action_list

and for each action the illegal_actions list gets updated. As a final product we
get illac_decode.

D.3 3-stage Adam-SPSA pseudocode and hyperpa-

rameters setting

In this section we provide the pseudocode for multistage Adam-SPSA optimization
algorithm and the parameters that are fixed while running the algorithm.
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Algorithm 1: Simultaneous Perturbation Stochastic Approximation
with Adam (Adam-SPSA)

Data: Initial parameter vector 6, Objective function f(#), Number of
iterations K

Result: Optimal parameter vector 6*

Hyperparameters: a, a, ¢, vsp, A, B1, B2

Initialize momentum parameters to zero: m,v < 0;

for k=1 to K do

Compute scaling parameters: ay W, Cr m,

Compute hyperparameters: 31 ; < (kfill))\;
Randomly choose a perturbation vector A with elements +1;
Evaluate objective function gradients: g; < f(6 + ¢, Ax) and
g < f(0 —crly);
+7 —_
Compute gradient estimate: VJg < gQ’jjkAgi ;
Biased update of moment parameters m and v:
m < Brrm+ (1= Bip)Vik, 0 Bav+ (1= B2)(V i)
Unbiased computation of moment parameters m and 0:
m— —2—r, U4+ #;

k1
1751,-; ’

. . . .
Update gradient estimate: V.Jj Torh

Update parameters: 6 <+ 0 — apV Jg;
end

Table D.1: The hyperparameters of Adam-SPSA optimizer used during the noisy sim-
ulations. In the noisy simulation of 2-; and 3-qubit problems we used 1-stage version
of the algorithm, therefore only single maximum function evaluation hyperparameters
are given. The parameters within the curly brackets denote the maximum number of
function evaluations in the 3-stage version of the algorithm. We provide Max fevals both
for 1-stage and their 3-stage equivalents.

Molecule a @ 51 Ba c Ysp A Max fevals Shots
Ho-2 1.2104 0.9531 0.9414 0.9983 0.1039 0.0984 0.9277 500 10?
Hy-3 0.5188 0.9859 0.716 0.6265 0.0938 0.0974 0.6483 500 10*

1600 3300
- = 6
LiH-4  1.2324 0.9709 0.6114 0.9326 0.2215 0.1485 0.9772 (1191, 357, 119} {2383, 715, 238} 10
LiH-6 1.7564 0.8365 0.6841 0.9048 0.1068 0.1549 0.1223 2000 108

{1430, 429, 143}
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